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Abstract

Boosting is a central technique of machine learning, the branch of artificial intelligence concerned with designing computer programs that can build increasingly better models of reality as they are presented with more data. The theory of boosting is based on the observation that combining several models with low predictive power can often lead to a significant boost in the accuracy of the combined meta-model. This approach, introduced about twenty years ago, has been a prolific area of research, and has proved immensely successful in practice. However, despite extensive work, many basic questions about boosting remain unanswered. In this thesis, we increase our understanding of three such theoretical aspects of boosting.

In Chapter 2, we study the convergence properties of the most well known boosting algorithm, AdaBoost. Rate bounds for this important algorithm are known for only special situations that rarely hold in practice. Our work guarantees fast rates hold under all situations, and the bounds we provide are optimal. Apart from being important for practitioners, this bound also has implications for the statistical properties of AdaBoost.

Like AdaBoost, most boosting algorithms are used for classification tasks, where the object is to create a model that can categorize relevant input data into one of a finite number of different classes. The most commonly studied setting is binary classification, when there are only two possible classes, although the tasks arising in practice are almost always multiclass in nature. In Chapter 3, we provide a broad and general framework for studying boosting for multiclass classification. Using this approach, we are able to identify for the first time the minimum assumptions under which boosting the accuracy is possible in the multiclass setting. Such theory existed previously for boosting for binary classification, but straightforward extensions of that to the multiclass setting lead to assumptions that are either too strong or too weak for boosting to be effectively possible. We also design boosting algorithms using these
minimal assumptions, which work in more general situations than previous algorithms that assumed too much.

In the final chapter, we study the problem of learning from expert advice which is closely related to boosting. The goal is to extract useful advice from the opinions of a group of experts even when there is no consensus among the experts themselves. Although algorithms for this task enjoying excellent guarantees have existed in the past, these were only approximately optimal, and exactly optimal strategies were known only when the experts gave binary “yes/no” opinions. Our work derives exactly optimal strategies when the experts provide probabilistic opinions, which can be more nuanced than deterministic ones. In terms of boosting, this provides the optimal way of combining individual models that attach confidence rating to their predictions indicating predictive quality.
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Chapter 1

Overview

This thesis falls into the broad area of theoretical computer science, which concerns the mathematical study of objects, typically algorithms, of interest to computer scientists. In particular, we study various aspects of a certain methodology, known as boosting, which is a very important technique in the branch of artificial intelligence known as machine learning. In the process, we also shed light on topics in neighboring research areas such as optimization and game theory that might have significance even outside of machine learning.

The goal of artificial intelligence is to build machines capable of mimicking intelligent human behavior. Such machines would carry out a variety of very complex tasks in a constantly changing real environment such as see, run, read and joke, among other things, none of which can be performed by following a single static collection of rules designed by human experts. As Schapire [43] wrote twenty years ago, “what is needed is the development of systems that learn, computers that can program themselves”. Machine learning is an approach to creating such computer programs, that learn the necessary rules on the fly through some form of trial and error based on their past failures and successes, and thereby improve at their tasks as they do more of it. This single philosophy has led to a breakthrough and given rise to a large
number of practical and semi-intelligent pieces of software for diverse tasks such as recommending music, detecting spam, answering web search queries, understanding human speech and recognizing objects from their images.

The variety of techniques used to create such programs is enormous, but it is safe to say almost all of them proceed by first building a real life model based on past data, and then make predictions based on this inferred model. The models for some of these tasks are very complex, and learning them all at once is next to impossible. Various techniques have been created to learn such models incrementally. Boosting is one such methodology that has given rise to a number of very practically successful machine learning algorithms that also enjoy strong theoretical guarantees.

Boosting incrementally combines several models with low predictive power into a single highly predictive meta-model. The strength of boosting comes from its flexibility to combine any kinds of models, including highly non-linear ones making sophisticated predictions necessary for difficult tasks. At the same time boosted models do not suffer from being overly complex, a pitfall for many machine-built models, which has severe consequences for prediction. Finally, unlike many other non-linear model building procedures, boosting is based on rigorous theory which is partially responsible for both its wide adoption and its ubiquitous success.

Since its conception more than twenty years ago, thousands of articles have been published on both its empirical and theoretical properties. While great progress has been made in understanding boosting, many basic questions about this intriguing and potent approach have eluded researchers. This thesis makes progress on understanding three such questions on the theoretical aspects of boosting, which we briefly describe next.

In Chapter 2 we study the convergence properties of arguably the most popular boosting algorithm, AdaBoost. Despite extensive theoretical and empirical study, basic properties of this algorithm are not yet understood. We address one such
property, namely the rate at which AdaBoost builds up its predictive power, and provide much faster guarantees than were previously known to hold in general.

In Chapter 3 we study the theory of boosting for multiclass classification problems. In a classification problem, we build a model for predicting one of a finite number of fixed outcomes. Such problems were the first and are perhaps the most common examples of machine learning applications. Classifying emails into spam or valid, images of handwritten letters into the corresponding alphabets, a credit card transaction as legitimate or fraudulent, etc. are some examples of the variety of situations in which such models come handy. Boosting was originally designed for binary classification problems (when there are only two outcomes for any scenario, e.g., the spam filtering problem), and the corresponding theory is well understood. However, the more general case of multiclass classification is far more natural for practical applications, and despite extensive work, basic understanding of multiclass boosting was still lacking. Here we rethink multiclass boosting by casting it into a novel framework in which we can finally find the answers to some of these basic questions. In particular we show how to combine the simplest models in the best possible way, which leads to multiclass boosting algorithms that require the least assumptions and therefore are applicable most generally.

In Chapter 4 we study a problem closely related to boosting — that of learning from expert advice. Boosting can be viewed as combining the predictions or “advice” of each of its constituent models, or “experts”, into one final model. In general, one may consider what is the best way of combining the opinions of several experts when there is no simple consensus among them. Here we show how to gather such opinions in an optimal way, when the experts differ considerably among themselves, and further when each expert is not even very sure of her own opinion but provides only guesses. For boosting, this leads to algorithms for optimally combining models that make random predictions.
Boosting. All the problems considered in this thesis are classification tasks, where the goal is to come up with a classifier based on past data that achieves low prediction error on unseen future data. While building a highly accurate classifier is a very difficult task, it is not hard to generate simple rules of thumb that can predict with moderate accuracy. A classic example often cited in the literature is that of filtering spam emails. A simple rule of thumb for this problem could be to classify as spam if the body of the message contained the word “viagra”. Other rules could correspond to phrases such as “special offer”, “free investment”, etc. The procedure for finding such rules of thumbs are known as “weak learning algorithms”. A boosting algorithm typically repeatedly calls such a procedure with different weighted subsets of past data, also known as training data. Each time it is called, the weak learning algorithm returns a new rule of thumb, aka weak classifier or weak hypothesis, that best fits the data it was provided in that iteration. After many such calls, the boosting algorithm aggregates these weak classifiers into a single predictor.

The main choices left up to the boosting algorithm are how to select the training data in each round, and how to combine the weak classifiers at the end. Typically, in any iteration, those parts of the data that have been most poorly fit by the weak classifiers till that point are used to form the training set. Intuitively, the weak learning algorithm is forced to focus on the “hardest” parts of the data in each round. To combine the weak classifiers, simply taking a (weighted) majority vote of their predictions suffices. Behind this simplicity lies wide applicability; while combining the classifiers, no assumptions are made about their internal form or structure, and hence any kind of classification functions can be used.

Schapire [43] originally showed the remarkable result that with a properly designed boosting algorithm, the resulting combined predictor could have much higher accuracy than the individual weak classifiers constituting it. Many simplifications and improvements were subsequently made to the original boosting algorithm, and
one of the most popular that emerged was the AdaBoost algorithm by Freund and Schapire [23].

The convergence rate of AdaBoost. AdaBoost has been named in 2006 as one of the “top 10” algorithms in data mining [54] and has performed favorably with respect to other popular machine learning algorithms in empirical comparisons [10].

AdaBoost can be viewed as an optimization problem that iteratively minimizes a certain loss function derived from the training data. Knowing the rate at which this loss function is driven down is a basic question about this very important algorithm that is highly relevant to theoreticians and practitioners alike. A number of convergence guarantees have been provided till date, but each of them hold under restrictive assumptions that are almost never true in practice. Freund and Schapire [23] gave an exponentially fast rate of convergence under the assumption that perfect accuracy was achievable. Compactness of the optimization space is a common assumption in traditional optimization literature which does not hold for machine learning datasets, and therefore many of the classical results from this neighboring area cannot be used either. Variants of AdaBoost have been shown to converge fast, but such variants typically cannot match AdaBoost’s performance in practice. The only rate for AdaBoost known to hold in general is excruciatingly slow, and of very limited practical or theoretical use. Therefore, despite the importance of this problem and the large number of prior attempts, the state of affairs was rather poor, and Schapire [45] announced a monetary reward for settling this problem.

In Chapter 2 we settle this conjecture. We study two rates of convergence of AdaBoost: the first with respect to an arbitrary solution, and the second with respect to the optimal solution. In the first case, we achieve a rate that depends only on the approximation parameter and some notion of complexity of the reference solution. Further, we show the dependence on both parameters is polynomial, which was the
statement of the conjecture. In the second case, we show a rate of convergence that has optimal dependence on the approximation parameter. The two results require different techniques, and do not follow from each other. Unlike previous work, our rates do not require any assumption, such as weak learnability, or a compact space of solutions. Additionally, we carefully study the constants in our bounds, and provide estimates in terms of easily measurable parameters. Finally, we construct many lower bound instances showing that most our rates are nearly tight, although for some of the bounds there is scope for improvement. Our work therefore exhaustively answers most of the questions regarding the convergence rates of AdaBoost, and uses novel techniques to do so.

A theory of multiclass boosting. AdaBoost is an excellent algorithm for binary classification, but most real life classification tasks require categorizing into more than two classes. The theory of boosting for multiclass classification is surprisingly less understood than that for binary classification, and in Chapter 3 we address this gap in our knowledge.

One reason boosting is popular is because it places minimal demands on the weak classifiers. For the case of binary classification, a weak learning algorithm that predicts just better than random guessing in each iteration is sufficient for boosting to be possible. However, straightforward extensions of this approach to the multiclass setting do not work. Requiring better than random guessing on different weighted subsets of the training data turns out to be too weak for multiclass boosting to be possible. Worse still, changing this threshold to any value does not work; it leads to either too weak conditions, or ones that are too stringent which simple boostable weak classifiers may fail to satisfy. Knowing the correct assumptions to make about the weak classifier will affect both the applicability, as well as performance of the boosting algorithm. With too strong conditions, only complex weak classifiers may
be combined, and this may lead to a final model that is too complex. Such models may be overfitted to past data and not very useful at predicting on unforeseen data, since, according to the Occam’s razor principle, the simplest model explaining data has the best performance. On the other hand, if the weak classifiers are too weak, no amount of boosting can lead to high accuracy.

We create a broad and general framework for studying multiclass boosting in which we can finally identify the correct or minimal assumptions to make about the weak classifiers. Further, we design boosting algorithms that rely on only these minimal assumptions and which drive down error as efficiently as possible. Additionally, with our understanding we are able to characterize the assumptions implicitly used in most prior work, and it turns out most of them were either too strong or too weak. So, in a certain sense, our algorithm is more generally applicable than previously existing ones. Finally, we report some preliminary experiments to demonstrate the effectiveness of our theory.

Learning from expert advice. In the final chapter, we study a problem closely related to that of boosting, that of learning to predict as well as the best in a group of experts. The goal is to be able to extract the most useful expert opinion, even when the experts differ considerably among themselves. The setup of the problem is best explained through an example. On each day, a bunch of experts predict an outcome for a common event, say, whether or not it will rain. Based on the expert opinions, our algorithm makes its own prediction, whose correctness is revealed at the end of the day, when we know whether or not it rained that day. The goal of our algorithm is to not make too many more mistakes than the best expert over a long period of time.

The problem of learning with expert advice has a long history, and many variants of it have been studied. For instance, to justify the term “expert”, various perfor-
mance requirements have been placed on them. Further, different versions, based on the nature of the outcomes predicted by the experts, and the structure on the space of experts, have been and continue to be explored. The exponential-weights algorithm by Littlestone and Warmuth [28] was one of the original expert learning strategies that works for most variants, and achieves excellent guarantees. However, for many situations, this algorithm is only approximately optimal, and tighter bounds are desirable.

The simplest such situation is where the experts make binary “yes/no” predictions, as in the weather predicting example above. A common requirement on the experts is that there be at least one expert which does not make more than some given finite number of mistakes. The task of the learning algorithm then is to make as few mistakes overall as possible. In this situation, the Binomial Weights algorithm of Cesa-Bianchi et al [11] achieves the optimal guarantees (when the number of experts is sufficiently large), and is based on the sophisticated analysis for a related problem developed by Spencer [51].

Our goal in this work was to achieve similar tightly optimal results in the case where experts make probabilistic predictions, i.e., they guess “yes” or “no” with different probabilities. Such experts are harder to learn from, but due to their extra power of randomness, they also typically provide more nuanced advice than deterministic binary experts who have to make a hard choice between one of the two outcomes. In terms of boosting for binary classification, this leads to optimal strategies for combining confidence-rated weak classifiers, that provide, along with their prediction on each example, their confidence, encoded by a real number, in their own prediction. Prior work [17] has shown that the use of such confidence-rated weak classifiers can lead to dramatic speedups on practical datasets.

Technically, analyzing the optimal strategy for learning from experts making probabilistic predictions turns out to be much harder than learning from their determin-
istic counterparts. We employ the powerful drifting games framework of Schapire [44] for designing and analyzing our algorithm, and extend Spencer’s technique for showing the lower bounds. A novel technical contribution is the analysis of certain potential functions that arise frequently while studying boosting, and showing that they do not become chaotic but remain piecewise convex.

The results in Chapters 2, 3 and 4 have appeared in [35], [34] and [33], respectively. A preliminary version of the results in Chapter 4 have also appeared in Algorithmic Learning Theory, 19th International Conference, 2008.

In summary, we make progress in theoretically understanding three aspects of boosting. Along the way, we create new notions and techniques which might have broader significance beyond boosting, and be of independent interest. Although we try to exhaustively answer the questions we tackle, interesting questions remain, which we hope will be addressed in the future. Finally, boosting is a beautiful and powerful technique that holds many more mysteries, and I hope that the contributions of this thesis will play their small part in helping unravel some of them.
Chapter 2

The Rate of Convergence of AdaBoost

The AdaBoost algorithm of Freund and Schapire [23] was designed to combine many “weak” hypotheses that perform slightly better than random guessing into a “strong” hypothesis that has very low error. Despite extensive theoretical and empirical study, basic properties of AdaBoost’s convergence are not fully understood. In this work, we focus on one of those properties, namely, to find convergence rates that hold in the absence of any simplifying assumptions. Such assumptions, relied upon in much of the preceding work, make it easier to prove a fast convergence rate for AdaBoost, but often do not hold in the cases where AdaBoost is commonly applied.

AdaBoost can be viewed as a coordinate descent (or functional gradient descent) algorithm that iteratively minimizes an objective function $L : \mathbb{R}^n \to \mathbb{R}$ called the exponential loss [9, 16, 24, 25, 32, 36, 38, 47]. Given $m$ labeled training examples $(x_1, y_1), \ldots, (x_m, y_m)$, where the $x_i$’s are in some domain $\mathcal{X}$ and $y_i \in \{-1, +1\}$, and a finite (but typically very large) space of weak hypotheses $\mathcal{H} = \{h_1, \ldots, h_N\}$, where
each $h_j : \mathcal{X} \to \{-1, +1\}$, the exponential loss is defined as

$$L(\lambda) \triangleq \frac{1}{m} \sum_{i=1}^{m} \exp \left( -\sum_{j=1}^{N} \lambda_j y_i h_j(x_i) \right)$$

where $\lambda = (\lambda_1, \ldots, \lambda_N)$ is a vector of weights or parameters. In each iteration, a coordinate descent algorithm moves some distance along some coordinate direction $\lambda_j$.

For AdaBoost, the coordinate directions correspond to the individual weak hypotheses. Thus, on each round, AdaBoost chooses some weak hypothesis and step length, and adds these to the current weighted combination of weak hypotheses, which is equivalent to updating a single weight. The direction and step length are so chosen that the resulting vector $\lambda^t$ in iteration $t$ yields a lower value of the exponential loss than in the previous iteration, $L(\lambda^t) < L(\lambda^{t-1})$. This repeats until it reaches a minimizer if one exists. It was shown by Collins et al. [13], and later by Zhang and Yu [56], that AdaBoost asymptotically converges to the minimum possible exponential loss. That is,

$$\lim_{t \to \infty} L(\lambda^t) = \inf_{\lambda \in \mathbb{R}^N} L(\lambda).$$

However, that work did not address a convergence rate to the minimizer of the exponential loss.

Our work specifically addresses a recent conjecture of Schapire [45] stating that there exists a positive constant $c$ and a polynomial $\text{poly}()$ such that for all training sets and all finite sets of weak hypotheses, and for all $B > 0$,

$$L(\lambda^t) \leq \min_{\lambda : \|\lambda\|_1 \leq B} L(\lambda) + \frac{\text{poly}(\log N, m, B)}{t^c}. \quad (2.1)$$

In other words, the exponential loss of AdaBoost will be at most $\varepsilon$ more than that of any other parameter vector $\lambda$ of $\ell_1$-norm bounded by $B$ in a number of rounds that is bounded by a polynomial in $\log N, m, B$ and $1/\varepsilon$. (We require $\log N$ rather than
$N$ since the number of weak hypotheses will typically be extremely large.) Along with an upper bound that is polynomial in these parameters, we also provide lower bound constructions showing some polynomial dependence on $B$ and $1/\epsilon$ is necessary. Without any additional assumptions on the exponential loss $L$, and without altering AdaBoost’s minimization algorithm for $L$, the best known convergence rate of AdaBoost prior to this work that we are aware of is that of Bickel et al [7] who prove a bound on the rate of the form $O(1/\sqrt{\log t})$.

We provide also a convergence rate of AdaBoost to the minimum value of the exponential loss. Namely, within $C/\epsilon$ iterations, AdaBoost achieves a value of the exponential loss that is at most $\epsilon$ more than the best possible value, where $C$ depends on the dataset. This convergence rate is different from the one discussed above in that it has better dependence on $\epsilon$ (in fact the dependence is optimal, as we show), and does not depend on the best solution within a ball of size $B$. However, this second convergence rate cannot be used to prove (2.1) since in certain worst case situations, we show the constant $C$ may be larger than $2^m$ (although usually it will be much smaller).

Within the proof of the second convergence rate, we provide a lemma (called the decomposition lemma) that shows that the training set can be split into two sets of examples: the “finite margin set,” and the “zero loss set.” Examples in the finite margin set always make a positive contribution to the exponential loss, and they never lie too far from the decision boundary. Examples in the zero loss set do not have these properties. If we consider the exponential loss where the sum is only over the finite margin set (rather than over all training examples), it is minimized by a finite $\lambda$. The fact that the training set can be decomposed into these two classes is the key step in proving the second convergence rate.

This problem of determining the rate of convergence is relevant in the proof of the consistency of AdaBoost given by Bartlett and Traskin [4], where it has a direct
impact on the rate at which AdaBoost converges to the Bayes optimal classifier (under suitable assumptions). It may also be relevant to practitioners who wish to have a guarantee on the exponential loss value at iteration $t$ (although, in general, minimization of the exponential loss need not be perfectly correlated with test accuracy).

There have been several works that make additional assumptions on the exponential loss in order to attain a better bound on the rate, but those assumptions are not true in general, and cases are known where each of these assumptions are violated. For instance, better bounds are proved by Rätsch et al. [39] using results from Luo and Tseng [31], but these appear to require that the exponential loss be minimized by a finite $\lambda$, and also depend on quantities that are not easily measured. There are many cases where $L$ does not have a finite minimizer; in fact, one such case is provided by Schapire [45]. Shalev-Shwartz and Singer [50] have proved bounds for a variant of AdaBoost. Zhang and Yu [56] also have given rates of convergence, but their technique requires a bound on the change in the size of $\lambda^t$ at each iteration that does not necessarily hold for AdaBoost. Many classic results are known on the convergence of iterative algorithms generally [see for instance 30, 8]; however, these typically start by assuming that the minimum is attained at some finite point in the (usually compact) space of interest, assumptions that do not generally hold in our setting. When the weak learning assumption holds, there is a parameter $\gamma > 0$ that governs the improvement of the exponential loss at each iteration. Freund and Schapire [23] and Schapire and Singer [47] showed that the exponential loss is at most $e^{-2t\gamma^2}$ after $t$ rounds, so AdaBoost rapidly converges to the minimum possible loss under this assumption.

In Section 2.1 we summarize the coordinate descent view of AdaBoost. Section 2.2 contains the proof of the conjecture, with associated lower bounds proved in Section 2.2.3. Section 2.3 provides the $C/\epsilon$ convergence rate. The proof of the decomposition lemma is given in Section 2.3.2.
Given: \((x_1, y_1), \ldots, (x_m, y_m)\) where \(x_i \in \mathcal{X}, y_i \in \{-1, +1\}\)

set \(\mathcal{H} = \{h_1, \ldots, h_N\}\) of weak hypotheses \(h_j : \mathcal{X} \to \{-1, +1\}\).

Initialize: \(D_{t_1}(i) = 1/m\) for \(i = 1, \ldots, m\).

For \(t = 1, \ldots, T\):

- Train weak learner using distribution \(D_t\); that is, find weak hypothesis \(h_t \in \mathcal{H}\) whose correlation \(r_t \triangleq \mathbb{E}_{i \sim D_t}[y_i h_t(x_i)]\) has maximum magnitude \(|r_t|\).
- Choose \(\alpha_t = \frac{1}{2} \ln \left\{ \frac{1 + r_t}{1 - r_t} \right\}\).
- Update, for \(i = 1, \ldots, m\): \(D_{t+1}(i) = D_t(i) \exp(-\alpha_t y_i h_t(x_i))/Z_t\)
  where \(Z_t\) is a normalization factor (chosen so that \(D_{t+1}\) will be a distribution).

Output the final hypothesis: \(F(x) = \text{sign} \left( \sum_{t=1}^T \alpha_t h_t(x) \right)\).

Figure 2.1: The boosting algorithm AdaBoost.

### 2.1 Coordinate Descent View of AdaBoost

From the examples \((x_1, y_1), \ldots, (x_m, y_m)\) and hypotheses \(\mathcal{H} = \{h_1, \ldots, h_N\}\), AdaBoost iteratively computes the function \(F : \mathcal{X} \to \mathbb{R}\), where \(\text{sign}(F(x))\) can be used as a classifier for a new instance \(x\). The function \(F\) is a linear combination of the hypotheses. At each iteration \(t\), AdaBoost chooses one of the weak hypotheses \(h_t\) from the set \(\mathcal{H}\), and adjusts its coefficient by a specified value \(\alpha_t\). Then \(F\) is constructed after \(T\) iterations as: \(F(x) = \sum_{t=1}^T \alpha_t h_t(x)\). Figure 2.1 shows the AdaBoost algorithm [23].

Since each \(h_t\) is equal to \(h_{j_t}\) for some \(j_t\), \(F\) can also be written \(F(x) = \sum_{j=1}^N \lambda_j h_j(x)\)
for a vector of values \(\lambda = (\lambda_1, \ldots, \lambda_N)\) (such vectors will sometimes also be referred to as combinations, since they represent combinations of weak hypotheses). In different notation, we can write AdaBoost as a coordinate descent algorithm on vector \(\lambda\).

We define the feature matrix \(\mathbf{M}\) elementwise by \(M_{ij} = y_i h_j(x_i)\), so that this matrix contains all of the inputs to AdaBoost (the training examples and hypotheses). Then the exponential loss can be written more compactly as:

\[
L(\lambda) = \frac{1}{m} \sum_{i=1}^m e^{-\langle \mathbf{M}\lambda \rangle_i}
\]
where \((M_\lambda)_i\), the \(i\)th coordinate of the vector \(M_\lambda\), is the (unnormalized) margin achieved by vector \(\lambda\) on training example \(i\).

Coordinate descent algorithms choose a coordinate at each iteration where the directional derivative is the steepest, and choose a step that maximally decreases the objective along that coordinate. To perform coordinate descent on the exponential loss, we determine the coordinate \(j_t\) at iteration \(t\) as follows, where \(e_j\) is a vector that is 1 in the \(j\)th position and 0 elsewhere:

\[
j_t \in \arg\max_j \left| \sum_i D_t(i) M_{ij} \right| = \arg\max_j \left| \sum_i e_i \left[ y_i h_j(x_i) \right] \right|,
\]

\(15\)

We can show that this is equivalent to the weak learning step of AdaBoost. Unraveling the recursion in Figure 2.1 for AdaBoost’s weight vector \(D_t\), we can see that \(D_t(i)\) is proportional to

\[
\exp \left( -\sum_{t'<t} \alpha_{t'} y_{i_{t'}} h_{t'}(x_{i_{t'}}) \right).
\]

The term in the exponent can also be rewritten in terms of the vector \(\lambda_t\), where \(\lambda_t^j\) is the sum of \(\alpha_t\)'s where hypothesis \(h_j\) was chosen: \(\sum_{t'<t} \alpha_{t'} 1_{[h_j=h_{t'}]} = \lambda_{t'-1,j}\). The term in the exponent is:

\[
\sum_{t'<t} \alpha_{t'} y_{i_{t'}} h_{t'}(x_{i_{t'}}) = \sum_j \sum_{t'<t} \alpha_{t'} 1_{[h_j=h_{t'}]} y_{i_{t'}} h_j(x_{i_{t'}}) = \sum_j \lambda_{t'-1} M_{ij} = (M_\lambda^{t'-1})_i,
\]

where \((\cdot)_i\) denotes the \(i\)th component of a vector. This means \(D_t(i)\) is proportional to \(e^{-(M_\lambda^{t-1})_i}\). Eq. (2.2) can now be rewritten as

\[
j_t \in \arg\max_j \left| \sum_i D_t(i) M_{ij} \right| = \arg\max_j \left| \mathbb{E}_{i \sim D_t} [M_{ij}] \right| = \arg\max_j \left| \mathbb{E}_{i \sim D_t} [y_i h_j(x_i)] \right|,
\]

which is exactly the way AdaBoost chooses a weak hypothesis in each round (see Figure 2.1). The correlation \(\sum_i D_t(i) M_{ij}\) will be denoted by \(r_t\) and its absolute
value \(|r_t|\) denoted by \(\delta_t\). The quantity \(\delta_t\) is commonly called the edge for round \(t\).

The distance \(\alpha_t\) to travel along direction \(j_t\) is found for coordinate descent via a linesearch [see for instance 32]:

\[
0 = -\frac{dL(\lambda_t + \alpha_t e_{j_t})}{d\alpha_t} = \sum_i e^{-(M(\lambda_t + \alpha_t e_{j_t}))} M_{ij_t}
\]

and dividing both sides by the normalization factor,

\[
0 = \sum_{i : M_{ij} = 1} D_t(i)e^{-\alpha_t} - \sum_{i : M_{ij} = -1} D_t(i)e^{\alpha_t} = (1+r_t)e^{-\alpha_t}-(1-r_t)e^{\alpha_t} \implies \alpha_t = \frac{1}{2} \ln \left( \frac{1+r_t}{1-r_t} \right),
\]

just as in Figure 2.1. Thus, AdaBoost is equivalent to coordinate descent on \(L(\lambda)\).

With this choice of step length, it can be shown [23] that the exponential loss drops by an amount depending on the edge:

\[
L(\lambda_t) = L(\lambda_{t-1} + \alpha_t e_{j_t}) = \left( \sum_{i : M_{ij} = 1} D_t(i)e^{-\alpha_t} + \sum_{i : M_{ij} = -1} D_t(i)e^{\alpha_t} \right) L(\lambda_{t-1})
\]

\[
= \left( (1+r_t)e^{-\alpha_t} + (1-r_t)e^{\alpha_t} \right) L(\lambda_{t-1}) = \left( 2\sqrt{(1+r_t)(1-r_t)} \right) L(\lambda_t)
\]

\[
= \left( \sqrt{1-r_t^2} \right) L(\lambda_{t-1}) = \left( \sqrt{1-\delta_t^2} \right) L(\lambda_{t-1}).
\]

Our rate bounds also hold when the weak-hypotheses are confidence-rated, that is, giving real-valued predictions in \([-1,+1]\), so that \(h : \mathcal{X} \rightarrow [-1,+1]\).

In that case, the criterion for picking a weak hypothesis in each round remains the same, that is, at round \(t\), an \(h_{j_t}\) maximizing the absolute correlation \(j_t \in \arg\max_j \left| \sum_{i=1}^m e^{-(\mathbf{M}^{t-1})_{ij}} \right|\), is chosen, where \(M_{ij}\) may now be non-integral.

An exact analytical line search is no longer possible, but if the step size is chosen in the same way,

\[
\alpha_t = \frac{1}{2} \ln \left( \frac{1+r_t}{1-r_t} \right),
\]

(2.3)
then Freund and Schapire [23] and Schapire and Singer [47] show that a similar drop in the loss is still guaranteed:

\[ L(\lambda^t) \leq L(\lambda^{t-1}) \sqrt{1 - \delta_t^2}. \]  

(2.4)

With confidence rated hypotheses, other implementations may choose the step size in a different way. However, in this chapter, by “AdaBoost” we will always mean the version in [23, 47] which chooses step sizes as in (2.3), and enjoys the loss guarantee as in (2.4). That said, all our proofs work more generally, and are robust to numerical inaccuracies in the implementation. In other words, even if the previous conditions are violated by a small amount, similar bounds continue to hold, although we leave out explicit proofs of this fact to simplify the presentation.

## 2.2 First convergence rate: Convergence to any target loss

In this section, we bound the number of rounds of AdaBoost required to get within \( \varepsilon \) of the loss attained by a parameter vector \( \lambda^* \) as a function of \( \varepsilon \) and the \( \ell_1 \)-norm \( \| \lambda^* \|_1 \). The vector \( \lambda^* \) serves as a reference based on which we define the target loss \( L(\lambda^*) \), and we will show that its \( \ell_1 \)-norm measures the difficulty of attaining the target loss in a specific sense. We prove a bound polynomial in \( 1/\varepsilon \), \( \| \lambda^* \|_1 \) and the number of examples \( m \), showing (2.1) holds, thereby resolving affirmatively the open problem posed in [45]. Later in the section we provide lower bounds showing how a polynomial dependence on both parameters is necessary.

### 2.2.1 Upper Bound

The main result of this section is the following rate upper bound.
Theorem 2.1. For any $\lambda^* \in \mathbb{R}^N$, AdaBoost achieves loss at most $L(\lambda^*) + \varepsilon$ in at most $13\|\lambda^*\|_1^6 \varepsilon^{-5}$ rounds.

The high level idea behind the proof of the theorem is as follows. To show a fast rate, we require a large edge in each round, as indicated by (2.4). A large edge is guaranteed if the size of the current solution of AdaBoost is small. Therefore AdaBoost makes good progress if the size of its solution does not grow too fast. On the other hand, the increase in size of its solution is given by the step length, which in turn is proportional to the edge achieved in that round. Therefore, if the solution size grows fast, the loss also drops fast. Either way the algorithm makes good progress. In the rest of the section we make these ideas concrete through a sequence of lemmas.

We provide some more notation. Throughout, $\lambda^*$ is fixed, and its $\ell_1$-norm is denoted by $B$ [matching the notation in (45)]. One key parameter is the suboptimality $R_t$ of AdaBoost’s solution measured via the logarithm of the exponential loss:

$$R_t \triangleq \ln L(\lambda^t) - \ln L(\lambda^*).$$

Another key parameter is the $\ell_1$-distance $S_t$ of AdaBoost’s solution from the closest combination that achieves the target loss:

$$S_t \triangleq \inf_{\lambda} \{\|\lambda - \lambda^t\|_1 : L(\lambda) \leq L(\lambda^*)\}.$$

We will also be interested in how they change as captured by

$$\Delta R_t \triangleq R_{t-1} - R_t, \quad \Delta S_t \triangleq S_t - S_{t-1}.$$  

Notice that $\Delta R_t$ is always non-negative since AdaBoost decreases the loss, and hence the suboptimality, in each round. Let $T_0$ be the bound on the number of rounds in Theorem 2.1. We assume without loss of generality that $R_0, \ldots, R_{T_0}$ and $S_0, \ldots, S_{T_0}$
are all strictly positive, since otherwise the theorem holds trivially. Also, in the rest of the section, we restrict our attention entirely to the first $T_0$ rounds of boosting. We first show that a poly($B, \varepsilon^{-1}$) rate of convergence follows if the edge is always polynomially large compared to the suboptimality.

**Lemma 2.2.** If for some constants $c_1, c_2$, where $c_2 > 1/2$, the edge satisfies $\delta_t \geq B^{-c_1} R_{t-1}^{c_2}$ in each round $t$, then AdaBoost achieves at most $L(\lambda^*) + \varepsilon$ loss after $2B^{2c_2}(\varepsilon \ln 2)^{1-2c_2}$ rounds.

**Proof.** From the definition of $R_t$ and (2.4) we have

$$\Delta R_t = \ln L(\lambda^{t-1}) - \ln L(\lambda^t) \geq -\frac{1}{2} \ln (1 - \delta_t^2). \quad (2.5)$$

Combining the above with the inequality $e^x \geq 1 + x$, and the assumption on the edge

$$\Delta R_t \geq -\frac{1}{2} \ln (1 - \delta_t^2) \geq \frac{1}{2} \delta_t^2 \geq \frac{1}{2} B^{-2c_2} R_{t-1}^{2c_2}.$$ 

Let $T = [2B^{2c_2}(\varepsilon \ln 2)^{1-2c_2}]$ be the bound on the number of rounds in the lemma. If any of $R_0, \ldots, R_T$ is negative, then by monotonicity $R_T < 0$ and we are done. Otherwise, they are all non-negative. Then, applying Lemma 2.32 from the Appendix to the sequence $R_0, \ldots, R_T$, and using $c_2 > 1/2$ we get

$$R_T^{-2c_2} \geq R_0^{-2c_2} + c_2 B^{-2c_1} T > (1/2) B^{-2c_1} T \geq (\varepsilon \ln 2)^{1-2c_2} \Rightarrow R_T < \varepsilon \ln 2.$$ 

If either $\varepsilon$ or $L(\lambda^*)$ is greater than 1, then the lemma follows since $L(\lambda^T) \leq L(\lambda^0) = 1 < L(\lambda^*) + \varepsilon$. Otherwise,

$$L(\lambda^T) < L(\lambda^*) e^{\varepsilon \ln 2} \leq L(\lambda^*)(1 + \varepsilon) \leq L(\lambda^*) + \varepsilon,$$

where the second inequality uses $e^x \leq 1 + (1/\ln 2)x$ for $x \in [0, \ln 2]$. \qed
We next show that large edges are achieved provided $S_t$ is small compared to $R_t$.

**Lemma 2.3.** In each round $t$, the edge satisfies $\delta_t \geq R_{t-1}/S_{t-1}$.

**Proof.** For any combination $\lambda$, define $D_\lambda$ as the distribution on examples $\{1, \ldots, m\}$ that puts weight proportional to the loss $D_\lambda(i) = \frac{1}{m} e^{-\langle M\lambda, i \rangle} / (mL(\lambda))$. Choose any $\lambda$ suffering at most the target loss $L(\lambda) \leq L(\lambda^*)$. By non-negativity of relative entropy we get

\[
0 \leq \text{RE}(D_{\lambda^{t-1}} \parallel D_\lambda) = \sum_{i=1}^{m} D_{\lambda^{t-1}} \ln \left( \frac{\frac{1}{m} e^{-\langle M\lambda^{t-1}, i \rangle} / L(\lambda^{t-1})}{\frac{1}{m} e^{-\langle M\lambda, i \rangle} / L(\lambda)} \right)
\]

\[
= -R_{t-1} + \sum_{i=1}^{m} D_{\lambda^{t-1}}(i) \left( \langle M\lambda - M\lambda^{t-1}, i \rangle \right). \tag{2.6}
\]

Note that $D_{\lambda^{t-1}}$ is the distribution $D_t$ that AdaBoost creates in round $t$. The above summation can be rewritten as

\[
\sum_{i=1}^{m} D_{\lambda^{t-1}}(i) \sum_{j=1}^{N} (\lambda_j - \lambda_j^{t-1}) M_{ij} = \sum_{j=1}^{N} \left( \sum_{i=1}^{m} D_t(i) M_{ij} \right) \left( \lambda_j - \lambda_j^{t-1} \right) \leq \left( \sum_{j=1}^{N} |\lambda_j - \lambda_j^{t-1}| \right) \max_{j} \left| \sum_{i=1}^{m} D_t(i) M_{ij} \right| = \delta_t \| \lambda - \lambda^{t-1} \|_1 \tag{2.7}
\]

Since the previous holds for any $\lambda$ suffering less than the target loss, the last expression is at most $\delta_t S_{t-1}$. Combining this with (2.7) completes the proof.

To complete the proof of Theorem 2.1, we show $S_t$ is small compared to $R_t$ in rounds $t \leq T_0$ (during which we have assumed $S_t, R_t$ are all positive). In fact we prove:

**Lemma 2.4.** For any $t \leq T_0$, $S_t \leq B^3 R_t^{-2}$.

This, along with Lemmas 2.2 and 2.3 immediately proves Theorem 2.1. The bound on $S_t$ in Lemma 2.4 can be proved if we can first show $S_t$ grows slowly compared.
to the rate at which the suboptimality $R_t$ falls. Intuitively this holds since growth in $S_t$ is caused by a large step, which in turn will drive down the suboptimality. In fact we can prove the following.

**Lemma 2.5.** In any round $t \leq T_0$, we have $\frac{2\Delta R_t}{R_{t-1}} \geq \frac{\Delta S_t}{S_{t-1}}$.

*Proof.* Firstly, it follows from the definition of $S_t$ that $\Delta S_t \leq \|\lambda^t - \lambda^{t-1}\|_1 = |\alpha_t|$. Next, using (2.5) and (2.3) we may write $\Delta R_t \geq \Upsilon(\delta_t)|\alpha_t|$, where the function $\Upsilon$ has been defined in [37] as

$$\Upsilon(x) = -\ln(1 - x) - \ln\left(\frac{1}{1+x} - x\right).$$

It is known [37, 41] that $\Upsilon(x) \geq x/2$ for $x \in [0, 1]$. Combining and using Lemma 2.3,

$$\Delta R_t \geq \frac{\delta_t \Delta S_t}{2} \geq \frac{\delta_t}{R_{t-1}} (\Delta S_t/2S_{t-1}).$$

Rearranging completes the proof. □

Using this we may prove Lemma 2.4

*Proof.* We first show $S_0 \leq B^3 R_0^{-2}$. Note, $S_0 \leq \|\lambda^* - \lambda^0\|_1 = B$, and by definition the quantity $R_0 = -\ln\left(\frac{1}{m} \sum_i e^{-\langle M\lambda^*\rangle_i}\right)$. The quantity $\langle M\lambda^*\rangle_i$ is the inner product of row $i$ of matrix $M$ with the vector $\lambda^*$. Since the entries of $M$ lie in $[-1, +1]$, this is at most $\|\lambda^*\|_1 = B$. Therefore $R_0 \leq -\ln\left(\frac{1}{m} \sum_i e^{-B}\right) = B$, which is what we needed.

To complete the proof, we show that $R^2_t S_t$ is non-increasing. It suffices to show for any $t$ the inequality $R^2_t S_t \leq R^2_{t-1} S_{t-1}$. This holds by the following chain:

$$R^2_t S_t = (R_{t-1} - \Delta R_t)^2 (S_{t-1} + \Delta S_t) = R^2_{t-1} S_{t-1} \left(1 - \frac{\Delta R_t}{R_{t-1}}\right)^2 \left(1 + \frac{\Delta S_t}{S_{t-1}}\right)$$

$$\leq R^2_{t-1} S_{t-1} \exp\left(-\frac{2\Delta R_t}{R_{t-1}} + \frac{\Delta S_t}{S_{t-1}}\right) \leq R^2_{t-1} S_{t-1},$$

where the first inequality follows from $e^x \geq 1 + x$, and the second one from Lemma 2.5. □
This completes the proof of Theorem 2.1. Although our bound provides a rate polynomial in $B, \varepsilon^{-1}$ as desired by the conjecture in [45], the exponents are rather large, and (we believe) not tight. One possible source of slack is the bound on $S_t$ in Lemma 2.4. Qualitatively, the distance $S_t$ to some solution having target loss should decrease with rounds, whereas Lemma 2.4 only says it does not increase too fast. Improving this will directly lead to a faster convergence rate. In particular, showing that $S_t$ never decreases would imply a $B^2/\varepsilon$ rate of convergence. Whether or not the monotonicity of $S_t$ holds, we believe that the obtained rate bound is probably true, and state it as a conjecture.

**Conjecture 2.6.** For any $\lambda^*$ and $\varepsilon > 0$, AdaBoost converges to within $L(\lambda^*) + \varepsilon$ loss in $O(B^2/\varepsilon)$ rounds, where the order notation hides only absolute constants.

As evidence supporting the conjecture, we show in the next section how a minor modification to AdaBoost can achieve the above rate.

### 2.2.2 Faster rates for a variant

In this section we introduce a new algorithm, AdaBoost.$S$, which will enjoy the much faster rate of convergence mentioned in Conjecture 2.6. AdaBoost.$S$ is the same as AdaBoost, except that at the end of each round, the current combination of weak hypotheses is scaled back, that is, multiplied by a scalar in $[0, 1]$ if doing so will reduce the exponential loss further. The code is largely the same as in Section 2.1, maintaining a combination $\lambda^{t-1}$ of weak hypotheses, and greedily choosing $\alpha_t$ and $h_{jt}$ on each round to form a new combination $\tilde{\lambda}^t = \lambda^{t-1} + \alpha_t h_{jt}$. However, after creating the new combination $\tilde{\lambda}^t$, the result is multiplied by the value $s_t$ in $[0, 1]$ that causes the greatest decrease in the exponential loss: $s_t = \arg\min_s L(s\tilde{\lambda}^t)$, and $\lambda^t = s_t \tilde{\lambda}^t$. Since $L(s\tilde{\lambda}^t)$, as a function of $s$, is convex, its minimum on $[0, 1]$ can be found easily, for instance, using a simple binary search. The new distribution $D_{t+1}$ on the examples
is constructed using $\mathbf{\lambda}^t$ as before; the weight $D_{t+1}(i)$ on example $i$ is proportional to its exponential loss $D_{t+1}(i) \propto e^{-(M\mathbf{\lambda})^t_i}$. With this modification we may prove the following:

**Theorem 2.7.** For any $\mathbf{\lambda}^*, \varepsilon > 0$, AdaBoost.$S$ achieves at most $L(\mathbf{\lambda}^*) + \varepsilon$ loss within $3\|\mathbf{\lambda}^*\|_1^2/\varepsilon$ rounds.

The proof is similar to that in the previous section. Reusing the same notation, note that proof of Lemma 2.2 continues to hold (with very minor modifications to that are straightforward). Next we can exploit the changes in AdaBoost.$S$ to show an improved version of Lemma 2.3. Intuitively, scaling back has the effect of preventing the weights on the weak hypotheses from becoming “too large”, and we may show

**Lemma 2.8.** In each round $t$, the edge satisfies $\delta_t \geq R_{t-1}/B$.

*Proof.* We will reuse parts of the proof of Lemma 2.3. Setting $\mathbf{\lambda} = \mathbf{\lambda}^*$ in (2.6) we may write

$$R_t \leq \sum_{i=1}^m D_{\mathbf{\lambda}^t}(i) (M\mathbf{\lambda})_i^t + \sum_{i=1}^m -D_{\mathbf{\lambda}^t}(i) (M\mathbf{\lambda}^t_{i-1})_i^t.$$  

The first summation can be upper bounded as in (2.7) by $\delta_t\|\mathbf{\lambda}^*\| = \delta_t B$. We will next show that the second summation is non-positive, which will complete the proof. The scaling step was added just so that this last fact would be true.

If we define $G : [0, 1] \to \mathbb{R}$ to be $G(s) = L \left( s\tilde{\mathbf{\lambda}}^t \right) = \sum_i e^{-(M\tilde{\mathbf{\lambda}}^t)_i}$, then observe that the scaled derivative $G'(s)/G(s)$ is exactly equal to the second summation. Since $G(s) \geq 0$, it suffices to show the derivative $G'(s) \leq 0$ at the optimum value of $s$, denoted by $s^*$. Since $G$ is a strictly convex function ($\forall s : G''(s) > 0$), it is either strictly increasing or strictly decreasing throughout $[0, 1]$, or it has a local minimum. In the case when it is strictly decreasing throughout, then $G'(s) \leq 0$ everywhere, whereas if $G$ has a local minimum, then $G'(s) = 0$ at $s^*$. We finish the proof by showing that $G$ cannot be strictly increasing throughout $[0, 1]$. If it were, we would
have $L(\tilde{\lambda}^t) = G(1) > G(0) = 1$, an impossibility since the loss decreases through rounds.

Lemmas 2.2 and 2.8 together now imply Theorem 2.7, where we used that $2 \ln 2 < 3$.

In experiments we ran, the scaling back never occurs. For such datasets, AdaBoost and AdaBoost.S are identical. We believe that even for contrived examples, the rescaling could happen only a few times, implying that both AdaBoost and AdaBoost.S would enjoy the convergence rates of Theorem 2.7. In the next section, we construct rate lower bound examples to show that this is nearly the best rate one can hope to show.

### 2.2.3 Lower-bounds

Here we show that the dependence of the rate in Theorem 2.1 on the norm $\|\lambda^*\|_1$ of the solution achieving target accuracy is necessary for a wide class of datasets. The arguments in this section are not tailored to AdaBoost, but hold more generally for any coordinate descent algorithm, and can be readily generalized to any loss function $L'$ of the form $L'(\lambda) = (1/m) \sum_i \phi(M\lambda)$, where $\phi : \mathbb{R} \to \mathbb{R}$ is any non-decreasing function. The first lemma connects the size of a reference solution to the required number of rounds of boosting, and shows that for a wide variety of datasets the convergence rate to a target loss can be lower bounded by the $\ell_1$-norm of the smallest solution achieving that loss.

**Lemma 2.9.** Suppose the feature matrix $M$ corresponding to a dataset has two rows with $\{-1,+1\}$ entries which are complements of each other, i.e., there are two examples on which any hypothesis gets one wrong and one correct prediction. Then the number of rounds required to achieve a target loss $L^*$ is at least $\inf \{\|\lambda\|_1 : L(\lambda) \leq L^*\} / (2 \ln m)$. 
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Proof. We first show that the two examples corresponding to the complementary rows in $\mathbf{M}$ both satisfy a certain margin boundedness property. Since each hypothesis predicts oppositely on these, in any round $t$ their margins will be of equal magnitude and opposite sign. Unless both margins lie in $[-\ln m, \ln m]$, one of them will be smaller than $-\ln m$. But then the exponential loss $L(\mathbf{X}^t) = (1/m) \sum_j e^{-(\mathbf{M}\mathbf{X}^t)_j}$ in that round will exceed 1, a contradiction since the losses are non-increasing through rounds, and the loss at the start was 1. Thus, assigning one of these examples the index $i$, we have the absolute margin $|\langle \mathbf{M} \mathbf{X}^t \rangle_i|$ is bounded by $\ln m$ in any round $t$. Letting $\mathbf{M}(i)$ denote the $i$th row of $\mathbf{M}$, the step length $\alpha_t$ in round $t$ therefore satisfies

$$|\alpha_t| = |M_{ij} \alpha_t| = |\langle \mathbf{M}(i), \alpha_t e_j \rangle| = |\langle \mathbf{M} \mathbf{X}^t \rangle_i - \langle \mathbf{M} \mathbf{X}^{t-1} \rangle_i| \leq |\langle \mathbf{M} \mathbf{X}^t \rangle_i| + |\langle \mathbf{M} \mathbf{X}^{t-1} \rangle_i| \leq 2 \ln m,$$

and the statement of the lemma directly follows.

When the weak hypotheses are abstaining \[17\], it can make a definitive prediction that the label is $-1$ or $+1$, or it can “abstain” by predicting zero. No other levels of confidence are allowed, and the resulting feature matrix has entries in $\{-1, 0, +1\}$. The next theorem constructs a feature matrix satisfying the properties of Lemma 2.9 and where additionally the smallest size of a solution achieving $L^* + \varepsilon$ loss is at least $\Omega(2^m) \ln(1/\varepsilon)$, for some fixed $L^*$ and every $\varepsilon > 0$.

**Theorem 2.10.** Consider the following matrix $\mathbf{M}$ with $m$ rows (or examples) labeled $0, \ldots, m-1$ and $m-1$ columns labeled $1, \ldots, m-1$ (assume $m \geq 3$). The square submatrix ignoring row zero is an upper triangular matrix, with 1’s on the diagonal, $-1$’s above the diagonal, and 0 below the diagonal. Therefore row 1 is $(+1, -1, -1, \ldots, -1)$. Row 0 is defined to be just the complement of row 1. Then, for any $\varepsilon > 0$, a loss of $2/m + \varepsilon$ is achievable on this dataset, but with large norms

$$\inf \{\|\mathbf{\lambda}\|_1 : L(\mathbf{\lambda}) \leq 2/m + \varepsilon\} \geq (2^{m-2} - 1) \ln(1/(3\varepsilon)).$$
Therefore, by Lemma 2.9, the minimum number of rounds required for reaching loss at most $2/m + \varepsilon$ is at least $\left(\frac{2^{m-2}-1}{2\ln m}\right) \ln(1/(3\varepsilon))$.

A picture of the matrix constructed in the above lemma for $m = 5$ is shown in Figure 2.2. Theorem 2.10 shows that when $\varepsilon$ is a small constant (say $\varepsilon = 0.01$), and $\lambda^*$ is some vector with loss $L^* + \varepsilon/2$, AdaBoost takes at least $\Omega(2^m/\ln m)$ steps to get within $\varepsilon/2$ of the loss achieved by $\lambda^*$, that is, to within $L^* + \varepsilon$ loss. Since $m$ and $\varepsilon$ are independent quantities, this shows that a polynomial dependence on the norm of the reference solution is unavoidable, and this norm might be exponential in the number of training examples in the worst case.

**Corollary 2.11.** Consider feature matrices containing only $\{-1, 0, +1\}$ entries. If, for some constants $c$ and $\beta$, the bound in Theorem 2.1 can be replaced by $O(\|\lambda^*\|^c_1 \varepsilon^{-\beta})$ for all such matrices, then $c \geq 1$. Further, for such matrices, the bound $\text{poly}(1/\varepsilon, \|\lambda^*\|_1)$ in Theorem 2.1 cannot be replaced by $\text{poly}(1/\varepsilon, m, N)$.

We now prove Theorem 2.10.

**Proof of Theorem 2.10** We first lower bound the norm of solutions achieving loss at most $2/m + \varepsilon$. Observe that since rows 0 and 1 are complementary, any solution’s loss on just examples 0 and 1 will add up to at least $2/m$. Therefore, to get within $2/m + \varepsilon$, the margins on examples 2, $\ldots$, $m-1$ should be at least $\ln \left(\frac{(m-2)}{(m\varepsilon)}\right) \geq \ln(1/(3\varepsilon))$ (for $m \geq 3$). Now, the feature matrix is designed so that the margins due
to a combination $\mathbf{\lambda}$ satisfy the following recursive relationships:

\[
(M\mathbf{\lambda})_{m-1} = \lambda_{m-1},
\]

\[
(M\mathbf{\lambda})_i = \lambda_i - (\lambda_{i+1} + \ldots + \lambda_{m-1}), \quad \text{for } 1 \leq i \leq m - 2.
\]

Therefore, the margin on example $m - 1$ is at least $\ln(1/(3\epsilon))$ implies $\lambda_{m-1} \geq \ln(1/(3\epsilon))$. Similarly, $\lambda_{m-2} \geq \ln(1/(3\epsilon)) + \lambda_{m-1} \geq 2\ln(1/(3\epsilon))$. Continuing this way,

\[
\lambda_i \geq \ln \left( \frac{1}{3\epsilon} \right) + \lambda_{i+1} + \ldots + \lambda_{m-1} \geq \ln \left( \frac{1}{3\epsilon} \right) \left\{ 1 + 2^{(m-1)-(i+1)} + \ldots + 2^0 \right\} = \ln \left( \frac{1}{3\epsilon} \right) 2^{m-1-i},
\]

for $i = m - 1, \ldots, 2$. Hence $\|\mathbf{\lambda}\|_1 \geq \ln(1/(3\epsilon))(1 + 2 + \ldots + 2^{m-3}) = (2^{m-2} - 1)\ln(1/(3\epsilon))$.

We end by showing that a loss of at most $2/m + \epsilon$ is achievable. The above argument implies that if $\lambda_i = 2^{m-1-i}$ for $i = 2, \ldots, m - 1$, then examples $2, \ldots, m - 1$ attain margin exactly 1. If we choose $\lambda_1 = \lambda_2 + \ldots + \lambda_{m-1} = 2^{m-3} + \ldots + 1 = 2^{m-2} - 1$, then the recursive relationship implies a zero margin on example 1 (and hence example 0). Therefore the combination $\ln(1/\epsilon)(2^{m-2} - 1, 2^{m-3}, 2^{m-4}, \ldots, 1)$ achieves a loss $(2 + (m - 2)\epsilon)/m \leq 2/m + \epsilon$, for any $\epsilon > 0$.

We finally show that if the weak hypotheses are confidence-rated with arbitrary levels of confidence, so that the feature matrix is allowed to have non-integral entries in $[-1, +1]$, then the minimum norm of a solution achieving a fixed accuracy can be arbitrarily large. Our constructions will satisfy the requirements of Lemma 2.9, so that the norm lower bound translates into a rate lower bound.

**Theorem 2.12.** Let $\nu > 0$ be an arbitrary number, and let $\mathbf{M}$ be the (possibly) non-integral matrix with 4 examples and 2 weak hypotheses shown in Figure 2.3. Then for
any $\varepsilon > 0$, a loss of $1/2 + \varepsilon$ is achievable on this dataset, but with large norms

$$
\inf \{ ||\lambda||_1 : L(\lambda) \leq 1/2 + \varepsilon \} \geq 2 \ln(1/(2\varepsilon))\nu^{-1}.
$$

Therefore, by Lemma 2.9, the number of rounds required to achieve loss at most 1/2 + $\varepsilon$ is at least $\ln(1/(2\varepsilon))\nu^{-1}/\ln(m)$.

Proof. We first show a loss of $1/2 + \varepsilon$ is achievable. Observe that the vector $\lambda = (c, c)$, with $c = \nu^{-1} \ln(1/(2\varepsilon))$, achieves margins 0, 0, $\ln(1/(2\varepsilon))$, $\ln(1/(2\varepsilon))$ on examples 1, 2, 3, 4, respectively. Therefore $\lambda$ achieves loss $1/2 + \varepsilon$. We next show a lower bound on the norm of a solution achieving this loss. Observe that since the first two rows are complementary, the loss due to just the first two examples is at least 1/2. Therefore, any solution $\lambda = (\lambda_1, \lambda_2)$ achieving at most $1/2 + \varepsilon$ loss overall must achieve a margin of at least $\ln(1/(2\varepsilon))$ on both the third and fourth examples. By inspecting the two columns, this implies

$$
\lambda_1 - \lambda_2 + \lambda_2 \nu \geq \ln(1/(2\varepsilon))
$$

$$
\lambda_2 - \lambda_1 + \lambda_1 \nu \geq \ln(1/(2\varepsilon)).
$$

Adding the two equations we find

$$
\nu(\lambda_1 + \lambda_2) \geq 2 \ln(1/(2\varepsilon)) \implies \lambda_1 + \lambda_2 \geq 2\nu^{-1} \ln(1/(2\varepsilon)).
$$

By the triangle inequality, \( \|\lambda\|_1 \geq \lambda_1 + \lambda_2 \), and the lemma follows.

Note that if \( \nu = 0 \), then the optimal solution is found in zero rounds of boosting and has optimal loss 1. However, even the tiniest perturbation \( \nu > 0 \) causes the optimal loss to fall to \( 1/2 \), and causes the rate of convergence to increase drastically. In fact, by Theorem 2.12, the number of rounds required to achieve any fixed loss below 1 grows as \( \Omega(1/\nu) \), which is arbitrarily large when \( \nu \) is infinitesimal. We may conclude that with non-integral feature matrices, the dependence of the rate on the norm of a reference solution is absolutely necessary.

**Corollary 2.13.** When using confidence rated weak-hypotheses with arbitrary confidence levels, the bound \( \text{poly}(1/\varepsilon, \|\lambda^*\|_1) \) in Theorem 2.1 cannot be replaced by any function of purely \( m \), \( N \) and \( \varepsilon \) alone.

The construction in Figure 2.3 can be generalized to produce datasets with any number of examples that suffer the same poor rate of convergence as the one in Theorem 2.12. We discussed the smallest such construction, since we feel that it best highlights the drastic effect non-integrality can have on the rate.

In this section we saw how the norm of the reference solution is an important parameter for bounding the convergence rate. In the next section we investigate the optimal dependence of the rate on the parameter \( \varepsilon \) and show that \( \Omega(1/\varepsilon) \) rounds are necessary in the worst case.

### 2.3 Second convergence rate: Convergence to optimal loss

In the previous section, our rate bound depended on both the approximation parameter \( \varepsilon \), as well as the size of the smallest solution achieving the target loss. For many datasets, the optimal target loss \( \inf_\lambda L(\lambda) \) cannot be realized by any finite solution.
In such cases, if we want to bound the number of rounds needed to achieve within $\varepsilon$ of the optimal loss, the only way to use Theorem 2.1 is to first decompose the accuracy parameter $\varepsilon$ into two parts $\varepsilon = \varepsilon_1 + \varepsilon_2$, find some finite solution $\lambda^*$ achieving within $\varepsilon_1$ of the optimal loss, and then use the bound $\text{poly}(1/\varepsilon_2, \|\lambda^*\|_1)$ to achieve at most $L(\lambda^*) + \varepsilon_2 = \inf_{\lambda} L(\lambda) + \varepsilon$ loss. However, this introduces implicit dependence on $\varepsilon$ through $\|\lambda^*\|_1$ which may not be immediately clear. In this section, we show bounds of the form $C/\varepsilon$, where the constant $C$ depends only on the feature matrix $M$, and not on $\varepsilon$. Additionally, we show that this dependence on $\varepsilon$ is optimal in Lemma 2.31 of the Appendix, where $\Omega(1/\varepsilon)$ rounds are shown to be necessary for converging to within $\varepsilon$ of the optimal loss on a certain dataset. Finally, we note that the lower bounds in the previous section indicate that $C$ can be $\Omega(2^m)$ in the worst case for integer matrices (although it will typically be much smaller), and hence this bound, though stronger than that of Theorem 2.1 with respect to $\varepsilon$, cannot be used to prove the conjecture in [45], since the constant is not polynomial in the number of examples $m$.

### 2.3.1 Upper Bound

The main result of this section is the following rate upper bound. A similar approach to solving this problem was taken independently by Telgarsky [52].

**Theorem 2.14.** AdaBoost reaches within $\varepsilon$ of the optimal loss in at most $C/\varepsilon$ rounds, where $C$ only depends on the feature matrix.

Our techniques build upon earlier work on the rate of convergence of AdaBoost, which have mainly considered two particular cases. In the first case, the *weak learning assumption* holds, that is, the edge in each round is at least some fixed constant. In this situation, Freund and Schapire [23] and Schapire and Singer [47] show that the optimal loss is zero, that no solution with finite size can achieve this loss, but
AdaBoost achieves at most $\varepsilon$ loss within $O(\ln(1/\varepsilon))$ rounds. In the second case some finite combination of the weak classifiers achieves the optimal loss, and Rätsch et al [39], using results from Luo and Tseng [31], show that AdaBoost achieves within $\varepsilon$ of the optimal loss again within $O(\ln(1/\varepsilon))$ rounds.

Here we consider the most general situation, where the weak learning assumption may fail to hold, and yet no finite solution may achieve the optimal loss. The dataset used in Lemma 2.31 and shown in Figure 2.4 exemplifies this situation. Our main technical contribution shows that the examples in any dataset can be partitioned into a zero-loss set and finite-margin set, such that a certain form of the weak learning assumption holds within the zero-loss set, while the optimal loss considering only the finite-margin set can be obtained by some finite solution. The two partitions provide different ways of making progress in every round, and one of the two kinds of progress will always be sufficient for us to prove Theorem 2.14.

We next state our decomposition result, illustrate it with an example, and then state several lemmas quantifying the nature of the progress we can make in each round. Using these lemmas, we prove Theorem 2.14.

**Lemma 2.15.** (Decomposition Lemma) For any dataset, there exists a partition of the set of training examples $X$ into a (possibly empty) zero-loss set $Z$ and a (possibly empty) finite-margin set $F = Z^c \triangleq X \setminus Z$ such that the following hold simultaneously:

1. For some positive constant $\gamma > 0$, there exists some vector $\eta^\dagger$ with unit $\ell_1$-norm $\|\eta^\dagger\|_1 = 1$ that attains at least $\gamma$ margin on each example in $Z$, and exactly zero margin on each example in $F$

$$\forall i \in Z : (M\eta^\dagger)_i \geq \gamma, \quad \forall i \in F : (M\eta^\dagger)_i = 0.$$
2. The optimal loss considering only examples within \( F \) is achieved by some finite combination \( \eta^* \).

3. There is a constant \( \mu_{\text{max}} < \infty \), such that for any combination \( \eta \) with bounded loss on the finite-margin set, \( \sum_{i \in F} e^{-(M\eta)_i} \leq m \), the margin \( (M\eta)_i \) for any example \( i \) in \( F \) lies in the bounded interval \([-\ln m, \mu_{\text{max}}]\).

A proof is deferred to the next section. The decomposition lemma immediately implies that the vector \( \eta^* + \infty \cdot \eta^\dagger \), which denotes \( (\eta^* + c\eta^\dagger) \) in the limit \( c \to \infty \), is an optimal solution, achieving zero loss on the zero-loss set, but only finite margins (and hence positive losses) on the finite-margin set (thereby justifying the names).

<table>
<thead>
<tr>
<th></th>
<th>( h_1 )</th>
<th>( h_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a )</td>
<td>+</td>
<td>−</td>
</tr>
<tr>
<td>( b )</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>( c )</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 2.4: A dataset re-arranging \( \Omega(1/\varepsilon) \) rounds for convergence.

Before proceeding, we give an example dataset and indicate the zero-loss set, finite-margin set, \( \eta^* \) and \( \eta^\dagger \) to illustrate our definitions. Consider a dataset with three examples \( \{a, b, c\} \) and two hypotheses \( \{h_1, h_2\} \) and the feature matrix \( M \) in Figure 2.4. Here + means correct \((M_{ij} = +1)\) and − means wrong \((M_{ij} = -1)\). The optimal solution is \( \infty \cdot (h_1 + h_2) \) with a loss of \( 2/3 \). The finite-margin set is \( \{a, b\} \), the zero-loss set is \( \{c\} \), \( \eta^\dagger = (1/2, 1/2) \) and \( \eta^* = (0, 0) \); for this dataset these are unique. This dataset also serves as a lower-bound example in Lemma 2.31, where we show that \( 2/(9\varepsilon) \) rounds are necessary for AdaBoost to achieve loss at most \( (2/3) + \varepsilon \).

Before providing proofs, we introduce some notation. By \( \| \cdot \| \) we will mean \( \ell_2 \)-norm; every other norm will have an appropriate subscript, such as \( \| \cdot \|_1, \| \cdot \|_\infty \), etc. The set of all training examples will be denoted by \( X \). By \( \ell^\lambda(i) \) we mean the exp-loss \( e^{-(M\lambda)_i} \) on example \( i \). For any subset \( S \subseteq X \) of examples, \( \ell^\lambda(S) = \sum_{i \in S} \ell^\lambda(i) \) denotes the total exp-loss on the set \( S \). Notice \( L(\lambda) = (1/m)\ell^\lambda(X) \), and that \( D_{t+1}(i) = \ell^{\lambda_t}(i)/\ell^{\lambda_t}(X) \), where \( \lambda_t \) is the combination found by AdaBoost at the end of round \( t \). By \( \delta_S(\eta; \lambda) \) we mean the edge obtained on the set \( S \) by the vector \( \eta \), when the weights over the
examples are given by $\ell^\lambda(\cdot)/\ell^\lambda(S)$:

$$\delta_S(\eta; \lambda) = \left| \frac{1}{\ell(S)} \sum_{i \in S} \ell(i)(M\eta)_i \right|.$$  

In the rest of the section, by “loss” we mean the unnormalized loss $\ell^\lambda(X) = mL(\lambda)$ and show that in $C/\varepsilon$ rounds AdaBoost converges to within $\varepsilon$ of the optimal unnormalized loss $\inf_\lambda \ell^\lambda(X)$, henceforth denoted by $K$. Note that this means AdaBoost takes $C/\varepsilon$ rounds to converge to within $\varepsilon/m$ of the optimal normalized loss, that is to loss at most $\inf_\lambda L(\lambda) + \varepsilon/m$. Replacing $\varepsilon$ by $m\varepsilon$, it takes $C/(m\varepsilon)$ steps to attain normalized loss at most $\inf_\lambda L(\lambda) + \varepsilon$. Thus, whether we use normalized or unnormalized does not substantively affect the result in Theorem 2.14. The progress due to the zero-loss set is now immediate from Item 1 of the decomposition lemma:

**Lemma 2.16.** In any round $t$, the maximum edge $\delta_t$ is at least $\gamma \ell^{X^{-1}Z}/\ell^{X^{-1}X}$, where $\gamma$ is as in Item $\boxed{1}$ of the decomposition lemma.

**Proof.** Recall the distribution $D_t$ created by AdaBoost in round $t$ puts weight $D_t(i) = \ell^{X^{-1}X}(i)/\ell^{X^{-1}X}$ on each example $i$. From Item $\boxed{1}$ we get

$$\delta_X(\eta^\dagger; \lambda^{-1}) = \left| \frac{1}{\ell^{X^{-1}X}(X)} \sum_{i \in X} \ell^{X^{-1}X}(i)(M\eta^\dagger)_i \right| = \frac{1}{\ell^{X^{-1}X}(X)} \sum_{i \in Z} \gamma \ell^{X^{-1}X}(i) = \gamma \left( \frac{\ell^{X^{-1}Z}}{\ell^{X^{-1}X}} \right).$$

Since $(M\eta^\dagger)_i = \sum_j \eta_j^\dagger(Me_j)_i$, we may rewrite the edge $\delta_X(\eta^\dagger; \lambda^{-1})$ as follows:

$$\delta_X(\eta^\dagger; \lambda^{-1}) = \left| \frac{1}{\ell^{X^{-1}X}(X)} \sum_{i \in X} \ell^{X^{-1}X}(i) \sum_j \eta_j^\dagger(Me_j)_i \right|$$

$$= \left| \sum_j \eta_j^\dagger \ell^{X^{-1}X}(X) \sum_{i \in X} \ell^{X^{-1}X}(i)(Me_j)_i \right|$$

$$= \left| \sum_j \eta_j^\dagger \delta_X(e_j; \lambda^{-1}) \right| \leq \sum_j \left| \eta_j^\dagger \right| \delta_X(e_j; \lambda^{-1}).$$
Since the $\ell_1$-norm of $\eta^*$ is 1, the weights $|\eta_j|$ form some distribution $p$ over the columns $1, \ldots, N$. We may therefore conclude
\[
\gamma \left( \frac{\ell^\lambda(X)}{\ell^\lambda(Z)} \right) = \delta_X(\eta^*; \lambda^{t-1}) \leq \mathbb{E}_{j \sim p} \left[ \delta_X(e_j; \lambda^{t-1}) \right] \leq \max_j \delta_X(e_j; \lambda^{t-1}) \leq \delta_t.
\]

If the set $F$ were empty, then Lemma 2.16 implies an edge of $\gamma$ is available in each round. This in fact means that the weak learning assumption holds, and using (2.4), we can show an $O(\ln(1/\varepsilon)\gamma^{-2})$ bound matching the rate bounds of Freund and Schapire [23] and Schapire and Singer [47]. So henceforth, we assume that $F$ is non-empty. Note that this implies that the optimal loss $K$ is at least 1 (since any solution will get non-positive margin on some example in $F$), a fact we will use later in the proofs.

Lemma 2.16 says that the edge is large if the loss on the zero-loss set is large. On the other hand, when it is small, Lemmas 2.17 and 2.18 together show how AdaBoost can make good progress using the finite margin set. Lemma 2.17 uses second order methods to show how progress is made in the case where there is a finite solution. Similar arguments, under additional assumptions, have earlier appeared in [39].

**Lemma 2.17.** Suppose $\lambda$ is a combination such that $m \geq \ell^\lambda(F) \geq K$. Then in some coordinate direction the edge is at least $\sqrt{C_0 (\ell^\lambda(F) - K) / \ell^\lambda(F)}$, where $C_0$ is a constant depending only on the feature matrix $M$.

*Proof.* Let $M_F \in \mathbb{R}^{|F| \times N}$ be the matrix $M$ restricted to only the rows corresponding to the examples in $F$. Choose $\eta$ such that $\lambda + \eta = \eta^*$ is an optimal solution over $F$. Without loss of generality assume that $\eta$ lies in the orthogonal subspace of the null-space $\{u : M_Fu = 0\}$ of $M_F$ (since we can translate $\eta^*$ along the null space if necessary for this to hold). If $\eta = 0$, then $\ell^\lambda(F) = K$ and we are done. Otherwise $\|M_F\eta\| \geq \lambda_{\min} \|\eta\|$, where $\lambda_{\min}^2$ is the smallest positive eigenvalue of the symmetric
matrix $M_F^2 M_F$ (exists since $M_F \eta \neq 0$). Now define $f : [0,1] \to \mathbb{R}$ as the loss along the (rescaled) segment $[\eta^*, \lambda]$

$$f(x) \triangleq \ell(\eta^*-x\eta)(F) = \sum_{i \in F} \ell(\eta^*)(i) e^{x(M\eta)_i}.$$ 

This implies that $f(0) = K$ and $f(1) = \ell^\lambda(F)$. Notice that the first and second derivatives of $f(x)$ are given by:

$$f'(x) = \sum_{i \in F} (M_F \eta)_i \ell(\eta^*-x\eta)(i), \quad f''(x) = \sum_{i \in F} (M_F \eta)_i^2 \ell(\eta^*-x\eta)(i).$$

We next lower bound possible values of the second derivative as follows:

$$f''(x) = \sum_{i' \in F} (M_F \eta)^2_{i'} \ell(\eta^*-x\eta)(i') \geq \sum_{i' \in F} (M_F \eta)^2_{i'} \min_{i} \ell(\eta^*-x\eta)(i) \geq \|M_F \eta\|^2 \min_{i} \ell(\eta^*-x\eta)(i).$$

Since both $\lambda = \eta^* - \eta$, and $\eta^*$ suffer total loss at most $m$, by convexity, so does $\eta^*-x\eta$ for any $x \in [0,1]$. Hence we may apply Item 3 of the decomposition lemma to the vector $\eta^*-x\eta$, for any $x \in [0,1]$, to conclude that $\ell(\eta^*-x\eta)(i) = \exp \{- (M_F(\eta^*-x\eta))_i\} \geq e^{-\mu_{\max}}$ on every example $i$. Therefore we have,

$$f''(x) \geq \|M_F \eta\|^2 e^{-\mu_{\max}} \geq \lambda_{\min}^2 e^{-\mu_{\max}} \|\eta\|^2 \quad \text{(by choice of } \eta \text{)}.$$ 

A standard second-order result is [see e.g. \textit{eqn. (9.9)}]

$$|f'(1)|^2 \geq 2 \left( \inf_{x \in [0,1]} f''(x) \right) (f(1) - f(0)).$$

Collecting our results so far, we get

$$\sum_{i \in F} \ell^\lambda(i)(M\eta)_i = |f'(1)| \geq \|\eta\| \sqrt{2\lambda_{\min}^2 e^{-\mu_{\max}} (\ell^\lambda(F) - K)}.$$
Next let $\tilde{\eta} = \eta / \| \eta \|_1$ be $\eta$ rescaled to have unit $\ell_1$ norm. Then we have

$$\sum_{i \in F} \ell^\lambda(i)(M\tilde{\eta})_i = \frac{1}{\| \eta \|_1} \sum_{i} \ell^\lambda(i)(M\eta)_i \geq \frac{\| \eta \|_1}{\| \eta \|_1} \sqrt{2\lambda^2_{\min} e^{-\mu_{\max}} (\ell^\lambda(F) - K)}.$$

Applying the Cauchy-Schwarz inequality, we may lower bound $\| \eta \|_1 / \| \eta \|_1$ by $1 / \sqrt{N}$ (since $\eta \in \mathbb{R}^N$). Along with the fact $\ell^\lambda(F) \leq m$, we may write

$$\frac{1}{\ell^\lambda(F)} \sum_{i \in F} \ell^\lambda(i)(M\tilde{\eta})_i \geq \sqrt{2\lambda^2_{\min} N^{-1} m^{-1} e^{-\mu_{\max}} \sqrt{(\ell^\lambda(F) - K) / \ell^\lambda(F)}}.$$

If we define $p$ to be a distribution on the columns $\{1, \ldots, N\}$ of $M_F$ which puts probability $p(j)$ proportional to $|\tilde{\eta}_j|$ on column $j$, then we have

$$\frac{1}{\ell^\lambda(F)} \sum_{i \in F} \ell^\lambda(i)(M\tilde{\eta})_i \leq \mathbb{E}_{j \sim p} \left| \frac{1}{\ell^\lambda(F)} \sum_{i \in F} \ell^\lambda(i)(Me_j)_i \right| \leq \max_j \left| \frac{1}{\ell^\lambda(F)} \sum_{i \in F} \ell^\lambda(i)(Me_j)_i \right|.$$

Notice the quantity inside the max is precisely the edge $\delta^\lambda_F(e_j; \lambda)$ in direction $j$. Combining everything, the maximum possible edge is

$$\max_j \delta^\lambda_F(e_j; \lambda) \geq \sqrt{C_0 (\ell^\lambda(F) - K) / \ell^\lambda(F)},$$

where we define $C_0 = 2\lambda^2_{\min} N^{-1} m^{-1} e^{-\mu_{\max}}$. \hfill \qed

**Lemma 2.18.** Suppose, at some stage of boosting, the combination found by AdaBoost is $\lambda$, and the loss is $K + \theta$. Let $\Delta \theta$ denote the drop in the suboptimality $\theta$ after one more round; i.e., the loss after one more round is $K + \theta - \Delta \theta$. Then there are constants $C_1, C_2$ depending only on the feature matrix (and not on $\theta$), such that if $\ell^\lambda(Z) < C_1 \theta$, then $\Delta \theta \geq C_2 \theta$.

**Proof.** Let $\lambda$ be the current solution found by boosting. Using Lemma 2.17, pick a direction $j$ in which the edge $\delta^\lambda_F(e_j; \lambda)$ restricted to the finite loss set is at least $\sqrt{2C_0 (\ell^\lambda(F) - K) / \ell^\lambda(F)}$. We can bound the edge $\delta^\lambda_X(e_j; \lambda)$ on the entire set of
examples as follows:

\[
\delta_X(e_j; \lambda) = \frac{1}{\ell^X(X)} \left| \sum_{i \in F} \ell^X(i)(Me_j)_i + \sum_{i \in Z} \ell^X(i)(Me_j)_i \right| \\
\geq \frac{1}{\ell^X(X)} \left( |\ell^X(F)\delta_F(e_j; \lambda)| - \sum_{i \in Z} \ell^X(i) \right) \text{ (using the triangle inequality)} \\
\geq \frac{1}{\ell^X(X)} \left( \sqrt{2C_0(\ell^X(F) - K)\ell^X(F) - \ell^X(Z)} \right).
\]

Now, \( \ell^X(Z) < C_1 \theta \), and \( \ell^X(F) - K = \theta - \ell^X(Z) \geq (1 - C_1) \theta \). Further, we will choose \( C_1 < 1 \), so that \( \ell^X(F) \geq K \geq 1 \). Hence, the previous inequality implies

\[
\delta_X(e_j; \lambda) \geq \frac{1}{K + \theta} \left( \sqrt{2C_0(1 - C_1)} - C_1 \theta \right).
\]

Set \( C_1 = \min \left\{ 1/2, (1/4) \sqrt{C_0/(2m)} \right\} \). Using \( \theta \leq K + \theta = \ell^X(X) \leq m \), we can bound the square of the term in brackets on the previous line as

\[
\left( \sqrt{2C_0(1 - C_1)} - C_1 \theta \right)^2 \geq 2C_0(1 - C_1) \theta - 2C_1 \theta \sqrt{2C_0(1 - C_1)} \theta \\
\geq 2C_0(1 - 1/2) \theta - 2 \left( (1/4) \sqrt{C_0/(2m)} \right) \theta \sqrt{2C_0(1 - 0)m} \\
= C_0 \theta / 2.
\]

So, if \( \delta \) is the maximum edge in any direction, then

\[
\delta \geq \delta_X(e_j; \lambda) \geq \sqrt{C_0 \theta / (2(K + \theta)^2)} \geq \sqrt{C_0 \theta / (2m(K + \theta))},
\]

where, for the last inequality, we again used \( K + \theta \leq m \). Therefore the loss after one more step is at most \( (K + \theta)\sqrt{1 - \delta^2} \leq (K + \theta)(1 - \delta^2/2) \leq K + \theta - \frac{C_0 \theta}{4m} \). Setting \( C_2 = C_0/(4m) \) completes the proof.

**Proof of Theorem 2.14.** At any stage of boosting, let \( \lambda \) be the current combination, and \( K + \theta \) be the current loss. We show that the new loss is at most
$K + \theta - \Delta\theta$ for $\Delta\theta \geq C_3\theta^2$ for some constant $C_3$ depending only on the dataset (and not $\theta$). To see this, either $\ell^\lambda(Z) < C_1\theta$, in which case Lemma 2.18 applies, and $\Delta\theta \geq C_2\theta \geq (C_2/m)\theta^2$ (since $\theta = \ell^\lambda(X) - K \leq m$). Or $\ell^\lambda(Z) \geq C_1\theta$, in which case applying Lemma 2.16 yields $\delta \geq \gamma C_1\theta/\ell^\lambda(X) \geq (\gamma C_1/m)^2\theta^2$. Using $K \geq 1$ and choosing $C_3$ appropriately gives the required condition.

If $K + \theta_t$ denotes the loss in round $t$, then the above claim implies $\theta_t - \theta_{t+1} \geq C_3\theta_t^2$. Applying Lemma 2.32 to the sequence $\{\theta_t\}$ we have $1/\theta_T - 1/\theta_0 \geq C_3T$ for any $T$. Since $\theta_0 \geq 0$, we have $T \leq 1/(C_3\theta_T)$. Hence to achieve loss $K + \varepsilon$, $C_3^{-1}/\varepsilon$ rounds suffice.

\[2.3.2 \quad \text{Proof of the decomposition lemma}\]

Throughout this section we only consider (unless otherwise stated) admissible combinations $\lambda$ of weak classifiers, which have loss $\ell^\lambda(X)$ bounded by $m$ (since such are the ones found by boosting). We prove Lemma 2.15 in three steps. We begin with a simple lemma that rigorously defines the zero-loss and finite-margin sets.

**Lemma 2.19.** For any sequence $\eta_1, \eta_2, \ldots$, of admissible combinations of weak classifiers, we can find a subsequence $\eta_{(1)} = \eta_{t_1}, \eta_{(2)} = \eta_{t_2}, \ldots$, whose losses converge to zero on all examples in some fixed (possibly empty) subset $Z$ (the zero-loss set), and losses bounded away from zero in its complement $X \setminus Z$ (the finite-margin set)

\[
\forall x \in Z : \lim_{t \to \infty} \ell^{\eta_t}(x) = 0, \quad \forall x \in X \setminus Z : \inf_i \ell^{\eta_t}(x) > 0. \quad (2.8)
\]

**Proof.** We will build a zero-loss set and the final subsequence incrementally. Initially the set is empty. Pick the first example. If the infimal loss ever attained on the example in the sequence is bounded away from zero, then we do not add it to the set. Otherwise we add it, and consider only the subsequence whose $t^{th}$ element attains loss.
less than $1/t$ on the example. Beginning with this subsequence, we now repeat with other examples. The final sequence is the required subsequence, and the examples we have added form the zero-loss set.

We apply Lemma 2.19 to some admissible sequence converging to the optimal loss (for instance, the one found by AdaBoost). Let us call the resulting subsequence $\eta^*_t$, the obtained zero-loss set $Z$, and the finite-margin set $F = X \setminus Z$. The next lemma shows how to extract a single combination out of the sequence $\eta^*_t$ that satisfies the properties in Item [1] of the decomposition lemma.

**Lemma 2.20.** Suppose $M$ is the feature matrix, $Z$ is a subset of the examples, and $\eta_1, \eta_2, \ldots$, is a sequence of combinations of weak classifiers such that $Z$ is its zero loss set, and $X \setminus Z$ its finite loss set, that is, (2.8) holds. Then there is a combination $\eta^\dagger$ of weak classifiers that achieves positive margin on every example in $Z$, and zero margin on every example in its complement $X \setminus Z$, that is:

$$
(M\eta^\dagger)_i \begin{cases} 
> 0 & \text{if } i \in Z, \\
= 0 & \text{if } i \in X \setminus Z.
\end{cases}
$$

**Proof.** Since the $\eta_t$ achieve arbitrarily large positive margins on $Z$, $\|\eta_t\|$ will be unbounded, and it will be hard to extract a useful single solution out of them. On the other hand, the rescaled combinations $\eta_t/\|\eta_t\|$ lie on a compact set, and therefore have a limit point, which might have useful properties. We formalize this next.

We prove the statement of the lemma by induction on the total number of training examples $|X|$. If $X$ is empty, then the lemma holds vacuously for any $\eta^\dagger$. Assume inductively for all $X$ of size less than $m > 0$, and consider $X$ of size $m$. Since translating a vector along the null space of $M$, $\ker M = \{x : Mx = 0\}$, has no effect on the margins produced by the vector, assume without loss of generality that the $\eta_t$’s are orthogonal to $\ker M$. Also, since the margins produced on the zero loss set are
unbounded, so are the norms of \( \eta(t) \). Therefore assume (by picking a subsequence and relabeling if necessary) that \( \|\eta(t)\| > t \). Let \( \eta' \) be a limit point of the sequence \( \frac{\eta(t)}{\|\eta(t)\|} \), a unit vector that is also orthogonal to the null-space. Then firstly \( \eta' \)
achieves non-negative margin on every example; otherwise by continuity for some extremely large \( t \), the margin of \( \frac{\eta(t)}{\|\eta(t)\|} \) on that example is also negative and bounded away from zero, and therefore \( \eta(t) \)'s loss is more than \( m \), a contradiction to admissibility. Secondly, the margin of \( \eta' \) on each example in \( X \setminus Z \) is zero; otherwise, by continuity, for arbitrarily large \( t \) the margin of \( \frac{\eta(t)}{\|\eta(t)\|} \) on an example in \( X \setminus Z \) is positive and bounded away from zero, and hence that example attains arbitrarily small loss in the sequence, a contradiction to (2.8). Finally, if \( \eta' \) achieves zero margin everywhere in \( Z \), then \( \eta' \), being orthogonal to the null-space, must be \( 0 \), a contradiction since \( \eta' \) is a unit vector. Therefore \( \eta' \) must achieve positive margin on some non-empty subset \( S \) of \( Z \), and zero margins on every other example.

Next we use induction on the reduced set of examples \( X' = X \setminus S \). Since \( S \) is non-empty, \( |X'| < m \). Further, using the same sequence \( \eta(t) \), the zero-loss and finite-loss sets, restricted to \( X' \), are \( Z' = Z \setminus S \) and \( (X \setminus Z) \setminus S = X \setminus Z \) (since \( S \subseteq Z \)) = \( X' \setminus Z' \).

By the inductive hypothesis, there exists some \( \eta'' \) which achieves positive margins on \( Z' \), and zero margins on \( X' \setminus Z' = X \setminus Z \). Therefore, by setting \( \eta^\dagger = \eta' + c\eta'' \) for a large enough \( c \), we can achieve the desired properties.

Applying Lemma 2.20 to the sequence \( \eta^*(t) \) yields some convex combination \( \eta^\dagger \) having margin at least \( \gamma > 0 \) (for some \( \gamma \)) on \( Z \) and zero margin on its complement, proving Item [1] of the decomposition lemma. The next lemma proves Item [2].

**Lemma 2.21.** The optimal loss considering only examples within \( F \) is achieved by some finite combination \( \eta^* \).

**Proof.** The existence of \( \eta^\dagger \) with properties as in Lemma 2.20 implies that the optimal loss is the same whether considering all the examples, or just examples in \( F \). Therefore
it suffices to show the existence of finite $\eta^*$ that achieves loss $K$ on $F$, that is, $\ell^n(F) = K$.

Recall $M_F$ denotes the matrix $M$ restricted to the rows corresponding to examples in $F$. Let $\ker M_F = \{x : M_F x = 0\}$ be the null-space of $M_F$. Let $\eta^{(t)}$ be the projection of $\eta^{(t)}$ onto the orthogonal subspace of $\ker M_F$. Then the losses $\ell^{\eta^{(t)}}(F) = \ell^{\eta^{(t)}}(F)$ converge to the optimal loss $K$. If $M_F$ is identically zero, then each $\eta^{(t)} = 0$, and then $\eta^* = 0$ has loss $K$ on $F$. Otherwise, let $\lambda^2$ be the smallest positive eigenvalue of $M_F^T M_F$. Then $\|M\eta^{(t)}\| \geq \lambda \|\eta^{(t)}\|$. By the definition of finite margin set, $\inf_{t \to \infty} \min_{i \in F} \ell^{\eta^{(t)}}(i) = \inf_{t \to \infty} \min_{i \in F} \ell^{\eta^{(t)}}(i) > 0$. Therefore, the norms of the margin vectors $\|M\eta^{(t)}\|$, and hence that of $\eta^{(t)}$, are bounded. Therefore the $\eta^{(t)}$’s have a (finite) limit point $\eta^*$ that must have loss $K$ over $F$.

As a corollary, we prove Item 3.

**Lemma 2.22.** There is a constant $\mu_{\max} < \infty$, such that for any combination $\eta$ that achieves bounded loss on the finite-margin set, $\ell^n(F) \leq m$, the margin $\langle M\eta \rangle_i$ for any example $i$ in $F$ lies in the bounded interval $[-\ln m, \mu_{\max}]$.

**Proof.** Since the loss $\ell^n(F)$ is at most $m$, therefore no margin may be less than $-\ln m$. To prove a finite upper bound on the margins, we argue by contradiction. Suppose arbitrarily large margins are producible by bounded loss vectors, that is arbitrarily large elements are present in the set $\{(M\eta)_i : \ell^n(F) \leq m, 1 \leq i \leq m\}$. Then for some fixed example $x \in F$ there exists a sequence of combinations of weak classifiers, whose $t^{th}$ element achieves more than margin $t$ on $x$ but has loss at most $m$ on $F$. Applying Lemma 2.19 we can find a subsequence $\lambda^{(t)}$ whose tail achieves vanishingly small loss on some non-empty subset $S$ of $F$ containing $x$, and bounded margins in $F \setminus S$. Applying Lemma 2.20 to $\lambda^{(t)}$ we get some convex combination $\lambda^{\dagger}$ which has positive margins on $S$ and zero margin on $F \setminus S$. Let $\eta^*$ be as in Lemma 2.21 a finite combination achieving the optimal loss on $F$. Then $\eta^* + \infty \cdot \lambda^{\dagger}$ achieves the same
loss on every example in $F \setminus S$ as the optimal solution $\eta^*$, but zero loss for examples in $S$. This solution is strictly better than $\eta^*$ on $F$, a contradiction to the optimality of $\eta^*$. Therefore our assumption is false, and some finite upper bound $\mu_{\text{max}}$ on the margins $(M\eta)_i$ of vectors satisfying $\ell^n(F) \leq m$ exists. 

2.3.3 Investigating the constants

In this section, we try to estimate the constant $C$ in Theorem 2.14. We show that it can be arbitrarily large for adversarial feature matrices with real entries (corresponding to confidence rated weak hypotheses), but has an upper-bound doubly exponential in the number of examples when the feature matrix has $\{-1, 0, +1\}$ entries only. We also show that this doubly exponential bound cannot be improved without significantly changing the proof in the previous section.

By inspecting the proofs, we can bound the constant in Theorem 2.14 as follows.

**Corollary 2.23.** The constant $C$ in Theorem 2.14 that emerges from the proofs is

$$C = \frac{32m^3N e^{\mu_{\text{max}}}}{\gamma^2 \lambda_{\text{min}}^2},$$

where $m$ is the number of examples, $N$ is the number of hypotheses, $\gamma$ and $\mu_{\text{max}}$ are as given by Items 1 and 3 of the decomposition lemma, and $\lambda_{\text{min}}^2$ is the smallest positive eigenvalue of $M^T_F M_F$ ($M_F$ is the feature matrix restricted to the rows belonging to the finite margin set $F$).

Our bound on $C$ will be obtained by in turn bounding the quantities $\lambda_{\text{min}}^{-1}, \gamma^{-1}, \mu_{\text{max}}$. These are strongly related to the singular values of the feature matrix $M$, and in general cannot be easily measured. In fact, when $M$ has real entries, we have already seen in Section 2.2.3 that the rate can be arbitrarily large, implying these parameters can have very large values. Even when the matrix $M$ has integer entries (that is,
Lemma 2.24. There are examples of feature matrices with $-1, 0, +1$ entries and at most $m$ rows or columns (where $m > 10$) for which the quantities $\gamma^{-1}, \lambda^{-1}$ and $\mu_{\max}$ are at least $\Omega(2^{m}/m)$.

Proof. We first show the bounds for $\gamma$ and $\lambda$. Let $\mathbf{M}$ be an $m \times m$ upper triangular matrix with +1 on the diagonal, and −1 above the diagonal. Let $\mathbf{y} = (2^{m-1}, 2^{m-2}, \ldots, 1)^T$, and $\mathbf{b} = (1, 1, \ldots, 1)^T$. Then $\mathbf{M}\mathbf{y} = \mathbf{b}$, although the $\mathbf{y}$ has much bigger norm than $\mathbf{b}$: $\|\mathbf{y}\| \geq 2^{m-1}$, while $\|\mathbf{b}\| = m$. Since $\mathbf{M}$ is invertible, by the definition of $\lambda_{\min}$, we have $\|\mathbf{M}\mathbf{y}\| \geq \lambda_{\min}\|\mathbf{y}\|$, so that $\lambda_{\min}^{-1} \geq \|\mathbf{y}\|/\|\mathbf{M}\mathbf{y}\| \geq 2^{m}/m$.

Next, note that $\mathbf{y}$ produces all positive margins $\mathbf{b}$, and hence the zero-loss set consists of all the examples. In particular, if $\mathbf{\eta}^\dagger$ be as in Item[1] of the decomposition lemma, then the vector $\gamma^{-1}\mathbf{\eta}^\dagger$ achieves more than 1 margin on each example: $\mathbf{M}(\gamma^{-1}\mathbf{\eta}^\dagger) \geq \mathbf{b}$. On the other hand, our matrix is very similar to the one in Lemma 2.10 and the same arguments in the proof of that lemma can be used to show that if for some $\mathbf{x}$ we have $(\mathbf{M}\mathbf{x}) \geq \mathbf{b}$, then $\mathbf{x} \geq \mathbf{y}$. This implies that $\gamma^{-1}\|\mathbf{\eta}^\dagger\| \geq \|\mathbf{y}\|_1 = (2^m - 1)$. Since $\mathbf{\eta}^\dagger$ has unit $\ell_1$-norm, the bound on $\gamma^{-1}$ follows too.

Next we provide an example showing $\mu_{\max}$ can be $\Omega(2^{m}/m)$. Consider an $m \times (m - 1)$ matrix $\mathbf{M}$. The bottom row of $\mathbf{M}$ is all +1. The upper $(m - 1) \times (m - 1)$ submatrix of $\mathbf{M}$ is a lower triangular matrix with −1 on the diagonal and +1 below the diagonal. Observe that if $\mathbf{y}^T = (2^{m-2}, 2^{m-3}, \ldots, 1, 1)$, then $\mathbf{y}^T\mathbf{M} = \mathbf{0}$. Therefore, for any vector $\mathbf{x}$, the inner product of the margins $\mathbf{M}\mathbf{x}$ with $\mathbf{y}$ is zero: $\mathbf{y}^T\mathbf{M}\mathbf{x} = 0$. This implies that achieving positive margin on any example forces some other example to receive negative margin. By Item[1] of the decomposition lemma, the zero loss set in this dataset is empty, and all the examples belong to the finite loss set. Next, we choose a combination with at most $m$ loss that nevertheless achieves $\Omega(2^{m}/m)$ positive margin on some example. Let $\mathbf{x}^T = (1, 2, 4, \ldots, 2^{m-2})$. Then $(\mathbf{M}\mathbf{x})^T = -$
\((-1, -1, \ldots, -1, 2^{m-1} - 1)\). Then the margins using \(\varepsilon \mathbf{x}\) are \((-\varepsilon, \ldots, -\varepsilon, \varepsilon(2^{m-1} - 1))\) with total loss \((m - 1)\varepsilon + e^{\varepsilon(1 - 2^{m-1})}\). Choose \(\varepsilon = 1/(2m) \leq 1\), so that the loss on examples corresponding to the first \(m - 1\) rows is at most \(\varepsilon^2 \leq 1 + 2\varepsilon = 1 + 1/m\), where the first inequality holds since \(\varepsilon \in [0, 1]\). For \(m > 10\), the choice of \(\varepsilon\) guarantees \(1/(2m) = \varepsilon \geq (\ln m)/(2^{m-1} - 1)\), so that the loss on the example corresponding to the bottom most row is \(e^{-\varepsilon(2^{m-1} - 1)} \leq e^{-\ln m} = 1/m\). Therefore the net loss of \(\varepsilon \mathbf{x}\) is at most \((m - 1)(1 + 1/m) + 1/m = m\). On the other hand the margin on the example corresponding to the last row is \(\varepsilon(2^{m-1} - 1) = (2^{m-1} - 1)/(2m) = \Omega(2^m/m)\).

The above result implies any bound on \(C\) derived from Corollary 2.23 will be at least \(2^{\Omega(2^m/m)}\) in the worst case. This does not imply that the best bound one can hope to prove is doubling exponential, only that our techniques in the previous section do not admit anything better. We next show that the bounds in Lemma 2.24 are nearly the worst possible.

**Lemma 2.25.** Suppose each entry of \(\mathbf{M}\) is \(-1, 0\) or \(+1\). Then each of the quantities \(\lambda^{-1}_{\min}, \gamma^{-1}\) and \(\mu_{\max}\) are at most \(2^{O(m \ln m)}\).

The proof of Lemma 2.25 is rather technical, and we defer it to the Appendix. Lemma 2.25 and Corollary 2.23 together imply a convergence rate of \(2^{O(m \ln m)}/\varepsilon\) to the optimal loss for integer matrices. This bound on \(C\) is exponentially worse than the \(\Omega(2^m)\) lower bound on \(C\) we saw in Section 2.2.3, a price we pay for obtaining optimal dependence on \(\varepsilon\). In the next section we will see how to obtain \(\text{poly}(2^{m \ln m}, \varepsilon^{-1})\) bounds, although with a worse dependence on \(\varepsilon\). We end this section by showing, just for completeness, how a bound on the norm of \(\mathbf{\eta}^*\) as defined in Item 2 of the decomposition lemma follows as a quick corollary to Lemma 2.25.

**Corollary 2.26.** Suppose \(\mathbf{\eta}^*\) is as given by Item 2 of the decomposition lemma. When the feature matrix has only \(-1, 0, +1\) entries, we may bound \(\|\mathbf{\eta}^*\|_1 \leq 2^{O(m \ln m)}\).
Proof. Note that every entry of $M \eta^*$ lies in the range $[-\ln m, \mu_{\max} = 2^{O(m \ln m)}]$, and hence $\|M \eta^*\| \leq 2^{O(m \ln m)}$. Next, we may choose $\eta^*$ orthogonal to the null space of $M_F$; then $\|\eta^*\| \leq \lambda^{-1}_{\min} \|M_F \eta^*\| \leq 2^{O(m \ln m)}$. Since $\|\eta^*\|_1 \leq \sqrt{N} \|\eta^*\|$, and the number of possible columns $N$ with $\{-1, 0, +1\}$ entries is at most $3^m$, the proof follows.  

\[\square\]

### 2.4 Improved Estimates

In this section we shed more light on the rate bounds by cross-application of techniques from Sections 2.2 and 2.3. We obtain both new upper bounds for convergence to the optimal loss, as well as lower bounds for convergence to an arbitrary target loss. We also indicate what we believe might be the optimal bounds for either situation.

We first show how the finite rate bound of Theorem 2.1 along with the decomposition lemma yields a new rate of convergence to the optimal loss. Although the dependence on $\varepsilon$ is worse than in Theorem 2.14, the dependence on $m$ is nearly optimal. We will need the following key application of the decomposition lemma.

**Lemma 2.27.** When the feature matrix has $-1, 0, +1$ entries, for any $\varepsilon > 0$, there is some solution with $\ell_1$-norm at most $2^{O(m \ln m)} \ln(1/\varepsilon)$ that achieves within $\varepsilon$ of the optimal loss.

**Proof.** Let $\eta^*, \eta^\dagger, \gamma$ be as given by the decomposition lemma. Let $c = \min_{i \in Z} (M \eta^*)_i$ be the minimum margin produced by $\eta^*$ on any example in the zero-loss set $Z$. Then $\eta^* - c \eta^\dagger$ produces non-negative margins on $Z$, and the optimal margins on the finite loss set $F$. Therefore, the vector $\lambda^* = \eta^* + (\ln(1/\varepsilon) \gamma^{-1} - c) \eta^\dagger$ achieves at least $\ln(1/\varepsilon)$ margin on every example in $Z$, and optimal margins on the finite loss set $F$. Hence $L(\lambda^*) \leq \inf_{\lambda} L(\lambda) + \varepsilon$. Using $|c| \leq \|M \eta^*\| \leq m \|\eta^*\|$, and the results in Corollary 2.26 and Lemma 2.25, we may conclude the vector $\lambda^*$ has $\ell_1$-norm at most $2^{O(m \ln m)} \ln(1/\varepsilon)$.  

\[\square\]
We may now invoke Theorem 2.1 to obtain a $2^{O(m\ln m)}\ln^6(1/\varepsilon)\varepsilon^{-5}$ rate of convergence to the optimal solution. Rate bounds with similar dependence on $m$ and slightly better dependence on $\varepsilon$ can be obtained by modifying the proof in Section 2.3 to use first order instead of second order techniques. In that way we may obtain a $\text{poly}(\lambda_{\min}^{-1}, \gamma^{-1}, \mu_{\max}^{-3}) = 2^{O(m\ln m)}\varepsilon^{-3}$ rate bound. We omit the rather long but straightforward proof of this fact. Finally, note that if Conjecture 2.6 is true, then Lemma 2.27 implies a $2^{O(m\ln m)}\ln(1/\varepsilon)\varepsilon^{-1}$ rate bound for converging to the optimal loss, which is nearly optimal in both $m$ and $\varepsilon$. We state this as an independent conjecture.

**Conjecture 2.28.** For feature matrices with $-1, 0, +1$ entries, AdaBoost converges to within $\varepsilon$ of the optimal loss within $2^{O(m\ln m)}\varepsilon^{-(1+o(1))}$ rounds.

We next focus on lower bounds on the convergence rate to arbitrary target losses discussed in Section 2.2. We begin by showing the rate dependence on the norm of the solution as given in Lemma 2.9 holds for much more general datasets.

**Lemma 2.29.** Suppose a feature matrix has only $\pm 1$ entries, and the finite loss set is non-empty. Then, for any coordinate descent procedure, the number of rounds required to achieve a target loss $\phi^*$ is at least

$$\inf \{ \|\lambda\|_1 : L(\lambda) \leq \phi^* \} / (1 + \ln m).$$

**Proof.** It suffices to upper-bound the step size $|\alpha_t|$ in any round $t$ by at most $1 + \ln m$. Notice that when the feature matrix has $\pm 1$ entries, a step in a direction that does not end up increasing the loss is at most of length $(1/2) \ln \left( \frac{(1 + \delta_t) / (1 - \delta_t)}{\delta_t} \right)$, where $\delta$ is the edge in that direction. Therefore, if $\delta_t$ is the maximum edge achievable in any direction, we have

$$|\alpha_t| \leq \frac{1}{2} \ln \left( \frac{1 + \delta_t}{1 - \delta_t} \right).$$
Further, by (2.4), a large edge $\delta_t$ ensures that for some coordinate step, the new vector $\lambda^t$ will have much smaller loss than the vector $\lambda^{t-1}$ at the beginning of round $t$: $L(\lambda^t) \leq L(\lambda^{t-1})\sqrt{1 - \delta_t^2}$. On the other hand, before the step, the loss is at most 1, $L(\lambda^{t-1}) \leq 1$, and after the step the loss is at most $1/m$ (since the optimal loss on a dataset with non-empty finite set is at least $1/m$): $L(\lambda^t) \geq 1/m$. Combining these inequalities we get

$$1/m \leq L(\lambda^t) \leq L(\lambda^{t-1})\sqrt{1 - \delta_t^2} \leq \sqrt{1 - \delta_t^2},$$

that is, $\sqrt{1 - \delta_t^2} \geq 1/m$. Now the step length can be bounded as

$$|\alpha_t| \leq \frac{1}{2} \ln \left( \frac{1 + \delta_t}{1 - \delta_t} \right) = \ln(1 + \delta_t) - \frac{1}{2} \ln(1 - \delta_t^2) \leq \delta_t + \ln m \leq 1 + \ln m.$$

We end by showing a new lower bound for the convergence rate to an arbitrary target loss studied in Section 2.2. Corollary 2.11 implies that the rate bound in Theorem 2.1 has to be at least polynomially large in the norm of the solution. We now show that a polynomial dependence on $\varepsilon^{-1}$ in the rate is unavoidable too. This shows that rates for competing with a finite solution are different from rates on a dataset where the optimum loss is achieved by a finite solution, since in the latter we may achieve a $O\left( \ln(1/\varepsilon) \right)$ rate.

**Corollary 2.30.** Consider any dataset (e.g. the one in Figure 2.4) for which $\Omega(1/\varepsilon)$ rounds are necessary to get within $\varepsilon$ of the optimal loss. If there are constants $c$ and $\beta$ such that for any $\lambda^*$ and $\varepsilon$, a loss of $L(\lambda^*) + \varepsilon$ can be achieved in at most $O(\|\lambda^*\|_1 \varepsilon^{-\beta})$ rounds, then $\beta \geq 1$.

**Proof.** The decomposition lemma implies that $\lambda^* = \eta^* + \ln(2/\varepsilon)\eta^\dagger$ with $\ell_1$-norm $O(\ln(1/\varepsilon))$ achieves loss at most $K + \varepsilon/2$ (recall $K$ is the optimal loss). Suppose the
corollary fails to hold for constants $c$ and $\beta \leq 1$. Then $L(\lambda^*) + \varepsilon/2 = K + \varepsilon$ loss can be achieved in $O(\varepsilon^{-\beta}/\ln^c(1/\varepsilon)) = o(1/\varepsilon)$ rounds, contradicting the $\Omega(1/\varepsilon)$ lower bound.

\section{Conclusion}

In this chapter we studied the convergence rate of AdaBoost with respect to the exponential loss. We showed upper and lower bounds for convergence rates to both an arbitrary target loss achieved by some finite combination of the weak hypotheses, as well as to the infimum loss which may not be realizable. For the first convergence rate, we showed a strong relationship exists between the size of the minimum vector achieving a target loss and the number of rounds of coordinate descent required to achieve that loss. In particular, we showed that a polynomial dependence of the rate on the $\ell_1$-norm $B$ of the minimum size solution is absolutely necessary, and that a $\text{poly}(B, 1/\varepsilon)$ upper bound holds, where $\varepsilon$ is the accuracy parameter. The actual rate we derive has rather large exponents, and we discuss a minor variant of AdaBoost that achieves a much tighter and near optimal rate.

For the second kind of convergence, using entirely separate techniques, we derived a $C/\varepsilon$ upper bound, and showed that this is tight up to constant factors. In the process, we showed a certain decomposition lemma that might be of independent interest. We also study the constants and show how they depend on certain intrinsic parameters related to the singular values of the feature matrix. We estimate the worst case values of these parameters, and considering feature matrices with only $\{-1, 0, +1\}$ entries, this leads to a bound on the rate constant $C$ that is doubly exponential in the number of training examples. Since this is rather large, we also include bounds polynomial in both the number of training examples and the accuracy parameter $\varepsilon$, although the dependence on $\varepsilon$ in these bounds is non-optimal.
<table>
<thead>
<tr>
<th>Convergence rate with respect to:</th>
<th>Reference solution (Section 2.2)</th>
<th>Optimal solution (Section 2.3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper bounds:</td>
<td>$13B^6/\varepsilon^5$</td>
<td>poly($\mu_{\max}, \lambda_{\min}^{-1}, \gamma^{-1}$)/$\varepsilon$ $\leq$ $2^{O(m \ln m)}/\varepsilon$</td>
</tr>
<tr>
<td>Lower bounds with:</td>
<td></td>
<td>poly($\mu_{\max}, \lambda_{\min}^{-1}, \gamma^{-1}$)/$\varepsilon^3$ $\leq$ $2^{O(m \ln m)}/\varepsilon^3$</td>
</tr>
<tr>
<td>a) ${0, \pm 1}$ entries</td>
<td>$(B/\varepsilon)^{1-\nu}$ for any $\nu &gt; 0$</td>
<td>$\max \left{ \frac{2^m \ln(1/\varepsilon)}{\ln m}, \frac{2}{9\varepsilon} \right}$</td>
</tr>
<tr>
<td>b) real entries</td>
<td>Can be arbitrarily large even when $m, N, \varepsilon$ are held fixed</td>
<td></td>
</tr>
<tr>
<td>Conjectured upper bounds:</td>
<td>$O(B^2/\varepsilon)$</td>
<td>$2^{O(m \ln m)}/\varepsilon^{1+o(1)}$, if entries in ${0, \pm 1}$</td>
</tr>
</tbody>
</table>

Figure 2.5: Summary of our most important results and conjectures regarding the convergence rate of AdaBoost. Here $m$ refers to the number of training examples, and $\varepsilon$ is the accuracy parameter. The quantity $B$ is the $\ell_1$-norm of the reference solution used in Section 2.2. The parameters $\lambda_{\min}, \gamma$ and $\mu_{\max}$ depend on the dataset and are defined and studied in Section 2.3.

Finally, for each kind of convergence, we conjecture tighter bounds that are not known to hold presently. A table containing a summary of the results in this chapter is included in Figure 2.5.
2.6 Appendix

2.6.1 Lower bound for convergence to optimal loss

Lemma 2.31. For any $\varepsilon < 1/3$, to get within $\varepsilon$ of the optimum loss on the dataset in Table 2.4 AdaBoost takes at least $\frac{2}{(9\varepsilon)}$ steps.

Proof. Note that the optimal loss is $2/3$, and we are bounding the number of rounds necessary to get within $(2/3) + \varepsilon$ loss for $\varepsilon < 1/3$. We will compute the edge in each round analytically. Let $w^t_a, w^t_b, w^t_c$ denote the normalized-losses (adding up to 1) or weights on examples $a, b, c$ at the beginning of round $t$, $h_t$ the weak hypothesis chosen in round $t$, and $\delta_t$ the edge in round $t$. The values of these parameters are shown below for the first 5 rounds, where we have assumed (without loss of generality) that the hypothesis picked in round 1 is $h_b$:

<table>
<thead>
<tr>
<th>Round</th>
<th>$w^t_a$</th>
<th>$w^t_b$</th>
<th>$w^t_c$</th>
<th>$h_t$</th>
<th>$\delta_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 1$</td>
<td>$1/3$</td>
<td>$1/3$</td>
<td>$1/3$</td>
<td>$h_b$</td>
<td>$1/3$</td>
</tr>
<tr>
<td>$t = 2$</td>
<td>$1/2$</td>
<td>$1/4$</td>
<td>$1/4$</td>
<td>$h_a$</td>
<td>$1/2$</td>
</tr>
<tr>
<td>$t = 3$</td>
<td>$1/3$</td>
<td>$1/2$</td>
<td>$1/6$</td>
<td>$h_b$</td>
<td>$1/3$</td>
</tr>
<tr>
<td>$t = 4$</td>
<td>$1/2$</td>
<td>$3/8$</td>
<td>$1/8$</td>
<td>$h_a$</td>
<td>$1/4$</td>
</tr>
<tr>
<td>$t = 5$</td>
<td>$2/5$</td>
<td>$1/2$</td>
<td>$1/10$</td>
<td>$h_b$</td>
<td>$1/5$</td>
</tr>
</tbody>
</table>

Based on the patterns above, we first claim that for rounds $t \geq 2$, the edge achieved is $1/t$. In fact we prove the stronger claims, that for rounds $t \geq 2$, the following hold:

1. One of $w^t_a$ and $w^t_b$ is $1/2$.
2. $\delta_{t+1} = \delta_t/(1 + \delta_t)$.

Since $\delta_2 = 1/2$, the recurrence on $\delta_t$ would immediately imply $\delta_t = 1/t$ for $t \geq 2$. We prove the stronger claims by induction on the round $t$. The base case for $t = 2$ is shown above and may be verified. Suppose the inductive assumption holds for $t$. Assume without loss of generality that $1/2 = w^t_a > w^t_b > w^t_c$; note this implies
\[ w_b^t = 1 - (w_a^t + w_c^t) = \frac{1}{2} - w_c^t. \] Further, in this round, \( h_a \) gets picked, and has edge \( \delta_t = w_a^t + w_c^t - w_b^t = 2w_c^t. \) Now for any dataset, the weights of the examples labeled correctly and incorrectly in a round of AdaBoost are rescaled during the weight update step in a way such that each add up to \( \frac{1}{2} \) after the rescaling. Therefore, \( w_b^{t+1} = \frac{1}{2}, w_c^{t+1} = w_c^t / (1 + 2w_c^t). \) Hence, \( h_b \) gets picked in round \( t + 1 \) and, as before, we get edge \( \delta_{t+1} = 2w_{c}^{t+1} = 2w_{c}^t / (1 + 2w_c^t) = \delta_t / (1 + \delta_t). \) The proof of our claim follows by induction.

Next we find the loss after each iteration. Using \( \delta_1 = 1/3 \) and \( \delta_t = 1/t \) for \( t \geq 2 \), the loss after \( T \) rounds can be written as

\[
\prod_{t=1}^{T} \sqrt{1 - \delta_t^2} = \sqrt{1 - (1/3)^2} \prod_{t=2}^{T} \sqrt{1 - 1/t^2} = \frac{2\sqrt{2}}{3} \sqrt{\prod_{t=2}^{T} \left( \frac{t - 1}{t} \right) \left( \frac{t + 1}{t} \right)}.
\]

The product can be rewritten as follows:

\[
\prod_{t=2}^{T} \left( \frac{t - 1}{t} \right) \left( \frac{t + 1}{t} \right) = \left( \prod_{t=2}^{T} \frac{t - 1}{t} \right) \left( \prod_{t=2}^{T} \frac{t + 1}{t} \right) = \left( \prod_{t=2}^{T} \frac{t - 1}{t} \right) \left( \prod_{t=3}^{T+1} \frac{t}{t - 1} \right).
\]

Notice almost all the terms cancel, except for the first term of the first product, and the last term of the second product. Therefore, the loss after \( T \) rounds is

\[
\frac{2\sqrt{2}}{3} \sqrt{\left( \frac{1}{2} \right) \left( \frac{T + 1}{T} \right)} = \frac{2\sqrt{2}}{3} \sqrt{1 + \frac{1}{T}} \geq \frac{2}{3} \left( 1 + \frac{1}{3T} \right) = \frac{2}{3} + \frac{2}{9T},
\]

where the inequality holds for \( T \geq 1 \). Since the initial error is \( 1 = (2/3) + 1/3 \), therefore, for any \( \varepsilon < 1/3 \), the number of rounds needed to achieve loss \( (2/3) + \varepsilon \) is at least \( 2/(9\varepsilon) \).

\[
\square
\]

### 2.6.2 A useful technical result

Here we prove a technical result that was used for proving the various rate upper bounds.
Lemma 2.32. Suppose $u_0, u_1, \ldots$, are non-negative numbers satisfying

$$u_t - u_{t+1} \geq c_0 u_t^{1+c_1},$$

for some non-negative constants $c_0, c_1$. Then, for any $t$,

$$\frac{1}{u_{t+1}^{c_1}} - \frac{1}{u_{t}^{c_1}} \geq c_1 c_0 t.$$

Proof. By induction on $t$. The base case is an identity. Assume the statement holds at iteration $t$. Then,

$$\frac{1}{u_{t+1}^{c_1}} - \frac{1}{u_{t}^{c_1}} = \left( \frac{1}{u_{t+1}^{c_1}} - \frac{1}{u_{t+1}^{c_1}} \right) + \left( \frac{1}{u_{t}^{c_1}} - \frac{1}{u_{t}^{c_1}} \right) \geq \frac{1}{u_{t+1}^{c_1}} - \frac{1}{u_{t}^{c_1}} + c_1 c_0 t \text{ (by inductive hypothesis).}$$

Thus it suffices to show $1/u_{t+1}^{c_1} - 1/u_{t}^{c_1} \geq c_1 c_0$. Multiplying both sides by $u_{t}^{c_1}$ and adding 1, this is equivalent to showing $(u_t/u_{t+1})^{c_1} \geq 1 + c_1 c_0 u_{t}^{c_1}$. We will in fact show the stronger inequality

$$(u_t/u_{t+1})^{c_1} \geq (1 + c_0 u_{t}^{c_1})^{c_1}. \tag{2.9}$$

Since $(1 + a)^b \geq 1 + ba$ for $a, b$ non-negative, (2.9) will imply $(u_t/u_{t+1})^{c_1} \geq (1 + c_0 u_{t}^{c_1})^{c_1} \geq 1 + c_1 c_0 u_{t}^{c_1}$, which will complete our proof. To show (2.9), we first rearrange the condition on $u_t, u_{t+1}$ to obtain

$$u_{t+1} \leq u_t (1 - c_0 u_{t}^{c_1}) \implies \frac{u_t}{u_{t+1}} \geq \frac{1}{1 - c_0 u_{t}^{c_1}}.$$

Applying the fact $(1 + c_0 u_{t}^{c_1}) (1 - c_0 u_{t}^{c_1}) \leq 1$ to the previous equation we get,

$$\frac{u_t}{u_{t+1}} \geq 1 + c_0 u_{t}^{c_1}.$$
Since $c_1 \geq 0$, we may raise both sides of the above inequality to the power of $c_1$ to show (2.9), finishing our proof.

### 2.6.3 Proof of Lemma 2.25

In this section we prove Lemma 2.25 by separately bounding the quantities $\lambda^{-1}_{\min}$, $\gamma^{-1}$ and $\mu_{\max}$, through a sequence of Lemmas. We will use the next result repeatedly.

**Lemma 2.33.** If $A$ is an $n \times n$ invertible matrix with $-1, 0, +1$ entries, then \[ \min_{x: \|x\|=1} \|Ax\| \text{ is at least } \frac{1}{n!} = 2^{-O(n \ln n)}. \]

**Proof.** It suffices to show that $\|A^{-1}x\| \leq n!$ for any $x$ with unit norm. Now $A^{-1} = \text{adj}(A)/\det(A)$ where adj$(A)$ is the adjoint of $A$, whose $i, j$-th entry is the $i, j$th cofactor of $A$ (given by $(-1)^{i+j}$ times the determinant of the $n-1 \times n-1$ matrix obtained by removing the $i$th row and $j$th column of $A$), and $\det(A)$ is the determinant of $A$. The determinant of any $k \times k$ matrix $G$ can be written as $\sum_{\sigma} \text{sgn}(\sigma) \prod_{i=1}^{k} G(i, \sigma(j))$, where $\sigma$ ranges over all the permutations of $1, \ldots, k$. Therefore each entry of adj$(A)$ is at most $(n-1)!$, and $\det(A)$ is a non-zero integer. Therefore $\|A^{-1}x\| = \|\text{adj}(A)x\|/\det(A) \leq n!\|x\|$, and the proof is complete. □

We first show our bound holds for $\lambda_{\min}$.

**Lemma 2.34.** Suppose $M$ has $-1, 0, +1$ entries, and let $M_F, \lambda_{\min}$ be as in Corollary 2.23. Then $\lambda_{\min} \geq 1/m!$.

**Proof.** Let $A$ denote the matrix $M_F$. It suffices to show that $A$ does not squeeze too much the norm of any vector orthogonal to the null-space $\ker A \triangleq \{\eta: A\eta = 0\}$ of $A$, i.e. $\|A\lambda\| \geq (1/m!)/\|\lambda\|$ for any $\lambda \in \ker A^\perp$. We first characterize $\ker A^\perp$ and then study how $A$ acts on this subspace.

Let the rank of $A$ be $k \leq m$ (notice $A = M_F$ has $N$ columns and fewer than $m$ rows). Without loss of generality, assume the first $k$ columns of $A$ are independent.
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Then every column of $A$ can be written as a linear combination of the first $k$ columns of $A$, and we have $A = A' [I | B]$ (that is, the matrix $A$ is the product of matrices $A'$ and $[I | B]$), where $A'$ is the submatrix consisting of the first $k$ columns of $A$, $I$ is the $k \times k$ identity matrix, and $B$ is some $k \times (N - k)$ matrix of linear combinations (here $|$ denotes concatenation). The null-space of $A$ consists of $x$ such that $0 = Ax = A' [I | B] x = A'(x_k + Bx_{-k})$, where $x_k$ is the first $k$ coordinates of $x$, and $x_{-k}$ the remaining $N - k$ coordinates. Since the columns of $A'$ are independent, this happens if and only if $x_k = -Bx_{-k}$. Therefore $\ker A = \{(-Bz, z) : z \in \mathbb{R}^{N-k}\}$. Since a vector $x$ lies in the orthogonal subspace of $\ker A$ if it is orthogonal to every vector in the latter, we have

$$\ker A^\perp = \{(x_k, x_{-k}) : \langle x_k, Bz \rangle = \langle x_{-k}, z \rangle, \forall z \in \mathbb{R}^{N-K}\}.$$  

We next see how $A$ acts on this subspace. Recall $A = A' [I | B]$ where $A'$ has $k$ independent columns. By basic linear algebra, the row rank of $A'$ is also $k$, and assume without loss of generality that the first $k$ rows of $A'$ are independent. Denote by $A_k$ the $k \times k$ submatrix of $A'$ formed by these $k$ rows. Then for any vector $x$,

$$\|Ax\| = \|A' [I | B] x\| = \|A'(x_k + Bx_{-k})\| \geq \|A_k(x_k + Bx_{-k})\| \geq \frac{1}{k!}\|x_k + Bx_{-k}\|,$$

where the last inequality follows from Lemma 2.33. To finish the proof, it suffices to show that $\|x_k + Bx_{-k}\| \geq \|x\|$ for $x \in \ker A^\perp$. Indeed, by expanding out $\|x_k + Bx_{-k}\|^2$ as inner product with itself, we have

$$\|x_k + Bx_{-k}\|^2 = \|x_k\|^2 + \|Bx_{-k}\|^2 + 2 \langle x_k, Bx_{-k} \rangle \geq \|x_k\|^2 + 2\|x_{-k}\|^2 \geq \|x\|^2,$$

where the first inequality follows since $x \in \ker A^\perp$ implies $\langle x_k, Bx_{-k} \rangle = \langle x_{-k}, x_{-k} \rangle$.  

\[\]
To show the bounds on $\gamma^{-1}$ and $\mu_{\text{max}}$, we will need an intermediate result.

**Lemma 2.35.** Suppose $A$ is a matrix, and $b$ a vector, both with $-1,0,1$ entries. If $Ax = b, x \geq 0$ is solvable, then there is a solution satisfying $\|x\| \leq k \cdot k!$, where $k = \text{rank}(A)$.

**Proof.** Pick a solution $x$ with maximum number of zeroes. Let $J$ be the set of coordinates for which $x_i$ is zero. We first claim that there is no other solution $x'$ which is also zero on the set $J$. Suppose there were such an $x'$. Note any point $p$ on the infinite line joining $x, x'$ satisfies $Ap = b$, and $p_J = 0$ (that is, $p_{i'} = 0$ for $i' \in J$).

If $i$ is any coordinate not in $J$ such that $x_i \neq x_i'$, then for some point $p_i$ along the line, we have $p_{i \cup \{i\}} = 0$. Choose $i$ so that $p_i$ is as close to $x$ as possible. Since $x \geq 0$, by continuity this would also imply that $p_i \geq 0$. But then $p_i$ is a solution with more zeroes than $x$, a contradiction.

The claim implies that the reduced problem $A'\tilde{x} = b, \tilde{x} \geq 0$, obtained by substituting $x_J = 0$, has a unique solution. Let $k = \text{rank}(A')$, $A_k$ be a $k \times k$ submatrix of $A'$ with full rank, and $b_k$ be the restriction of $b$ to the rows corresponding to those of $A_k$ (note that $A'$, and hence $A_k$, contain only $-1,0,+1$ entries). Then, $A_k\tilde{x} = b_k, \tilde{x} \geq 0$ is equivalent to the reduced problem. In particular, by uniqueness, solving $A_k\tilde{x} = b_k$ automatically ensures the obtained $x = (\tilde{x}, 0_J)$ is a non-negative solution to the original problem, and satisfies $\|x\| = \|\tilde{x}\|$. But, by Lemma 2.33,

$$\|\tilde{x}\| \leq k!\|A_k\tilde{x}\| = k!\|b_k\| \leq k \cdot k!.$$

The bound on $\gamma^{-1}$ follows easily.

**Lemma 2.36.** Let $\gamma, \eta^\dagger$ be as in Item 7 of Lemma 2.15. Then $\eta^\dagger$ can be chosen such that $\gamma \geq 1/\left(\sqrt{Nm} \cdot m!\right) \geq 2^{-O(m \ln m)}$.  
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Proof. We know that \( M(\eta^\dagger/\gamma) = b \), where \( b \) is zero on the set \( F \) and at least 1 for every example in the zero loss set \( Z \) (as given by Item 1 of Lemma 2.15). Since \( M \) is closed under complementing columns, we may assume in addition that \( \eta^\dagger \geq 0 \). Introduce slack variables \( z_i \) for \( i \in Z \), and let \( \tilde{M} \) be \( M \) augmented with the columns \(-e_i\) for \( i \in Z \), where \( e_i \) is the standard basis vector with 1 on the \( i \)th coordinate and zero everywhere else. Then, by setting \( z = M(\eta^\dagger/\gamma) - b \), we have a solution \((\eta^\dagger/\gamma, z)\) to the system \( \tilde{M}x = b, x \geq 0 \). Applying Lemma 2.35, we know there exists some solution \((y,z')\) with norm at most \( m \cdot m! \) (here \( z' \) corresponds to the slack variables). Observe that \( y/\|y\|_1 \) is a valid choice for \( \eta^\dagger \) yielding a \( \gamma \) of \( 1/\|y\|_1 \geq 1/(\sqrt{Nm} \cdot m!) \).

To show the bound for \( \mu_{\text{max}} \) we will need a version of Lemma 2.35 with strict inequality.

Corollary 2.37. Suppose \( A \) is a matrix, and \( b \) a vector, both with \(-1,0,1\) entries. If \( Ax = b, x > 0 \) is solvable, then there is a solution satisfying \( \|x\| \leq 1 + k \cdot k! \), where \( k = \text{rank}(A) \).

Proof. Using Lemma 2.35, pick a solution to \( Ax = b, x \geq 0 \) with norm at most \( k \cdot k! \). If \( x > 0 \), then we are done. Otherwise let \( y > 0 \) satisfy \( Ax = b \), and consider the segment joining \( x \) and \( y \). Every point \( p \) on the segment satisfies \( Ap = b \). Further any coordinate becomes zero at most once on the segment. Therefore, there are points arbitrarily close to \( x \) on the segment with positive coordinates that satisfy the equation, and these have norms approaching that of \( x \). 

We next characterize the feature matrix \( M_F \) restricted to the finite-loss examples, which might be of independent interest.

Lemma 2.38. If \( M_F \) is the feature matrix restricted to the finite-loss examples \( F \) (as given by Item 3 of Lemma 2.15), then there exists a positive linear combination \( y > 0 \) such that \( M_F^T y = 0 \).
Proof. Item 3 of the decomposition lemma states that whenever the loss $\ell^x(F)$ of a vector is bounded by $m$, then the largest margin $\max_{i \in F}(M_F x)_i$ is at most $\mu_{\text{max}}$. This implies that there is no vector $x$ such that $M_F x \geq 0$ and at least one of the margins $(M_F x)_i$ is positive; otherwise, an arbitrarily large multiple of $x$ would still have loss at most $m$, but margin exceeding the constant $\mu_{\text{max}}$. In other words, $M_F x \geq 0$ implies $M_F x = 0$. In particular, the subspace of possible margin vectors $\{M_F x : x \in \mathbb{R}^N\}$ is disjoint from the convex set $\Delta_F$ of distributions over examples in $F$, which consists of points in $\mathbb{R}^{|F|}$ with all non-negative and at least one positive coordinates. By the Hahn-Banach Separation theorem, there exists a hyperplane separating these two bodies, i.e. there is a $y \in \mathbb{R}^{|F|}$, such that for any $x \in \mathbb{R}^N$ and $p \in \Delta_F$, we have $\langle y, M_F x \rangle \leq 0 < \langle y, p \rangle$. By choosing $p = e_i$ for various $i \in F$, the second inequality yields $y > 0$. Since $M_F x = -M_F (-x)$, the first inequality implies that equality holds for all $x$, i.e. $y^T M_F = 0^T$. 

We can finally upper-bound $\mu_{\text{max}}$.

Lemma 2.39. Let $F, \mu_{\text{max}}$ be as in Items 3,4 of the decomposition lemma. Then $\mu_{\text{max}} \leq \ln m \cdot |F|^{1.5} \cdot |F|! \leq 2^{O(m \ln m)}$.

Proof. Pick any example $i \in F$ and any combination $\lambda$ whose loss on $F$, $\sum_{i \in F} e^{-(M \lambda)_i}$, is at most $m$. Let $b$ be the $i^{th}$ row of $M$, and let $A^T$ be the matrix $M_F$ without the $i$th row. Then Lemma 2.38 says that $Ay = -b$ for some positive vector $y > 0$. This implies the margin of $\lambda$ on example $i$ is $(M \lambda)_i = -y^T A^T \lambda$. Since the loss of $\lambda$ on $F$ is at most $m$, each margin on $F$ is at least $-\ln m$, and therefore $\max_{i \in F} (-(A^T \lambda)_i) \leq \ln m$. Hence, the margin on example $i$ can be bounded as $(M \lambda)_i = \langle y^T, -A^T \lambda \rangle \leq \ln m \|y\|_1$. Using Corollary 2.37 we can find $y$ with bounded norm, $\|y\|_1 \leq \sqrt{|F|} \|y\| \leq \sqrt{|F|}(1 + k \cdot k!)$, where $k = \text{rank}(A) \leq \text{rank}(M_F) \leq |F|$. The proof follows. 
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Chapter 3

A Theory of Multiclass Boosting

3.1 Introduction

Boosting [16] refers to a general technique of combining rules of thumb, or weak classifiers, to form highly accurate combined classifiers. Minimal demands are placed on the weak classifiers, so that a variety of learning algorithms, also called weak-learners, can be employed to discover these simple rules, making the algorithm widely applicable. The theory of boosting is well-developed for the case of binary classification. In particular, the exact requirements on the weak classifiers in this setting are known: any algorithm that predicts better than random on any distribution over the training set is said to satisfy the weak learning assumption. Further, boosting algorithms that minimize loss as efficiently as possible have been designed. Specifically, it is known that the Boost-by-majority [17] algorithm is optimal in a certain sense, and that AdaBoost [23] is a practical approximation.

Such an understanding would be desirable in the multiclass setting as well, since many natural classification problems involve more than two labels, e.g. recognizing a digit from its image, natural language processing tasks such as part-of-speech tagging, and object recognition in vision. However, for such multiclass problems, a complete
theoretical understanding of boosting is lacking. In particular, we do not know the “correct” way to define the requirements on the weak classifiers, nor has the notion of optimal boosting been explored in the multiclass setting.

Straightforward extensions of the binary weak-learning condition to multiclass do not work. Requiring less error than random guessing on every distribution, as in the binary case, turns out to be too weak for boosting to be possible when there are more than two labels. On the other hand, requiring more than 50% accuracy even when the number of labels is much larger than two is too stringent, and simple weak classifiers like decision stumps fail to meet this criterion, even though they often can be combined to produce highly accurate classifiers [21]. The most common approaches so far have relied on reductions to binary classification [3], but it is hardly clear that the weak-learning conditions implicitly assumed by such reductions are the most appropriate.

The purpose of a weak-learning condition is to clarify the goal of the weak-learner, thus aiding in its design, while providing a specific minimal guarantee on performance that can be exploited by a boosting algorithm. These considerations may significantly impact learning and generalization because knowing the correct weak-learning conditions might allow the use of simpler weak classifiers, which in turn can help prevent overfitting. Furthermore, boosting algorithms that more efficiently and effectively minimize training error may prevent underfitting, which can also be important.

In this chapter, we create a broad and general framework for studying multiclass boosting that formalizes the interaction between the boosting algorithm and the weak-learner. Unlike much, but not all, of the previous work on multiclass boosting, we focus specifically on the most natural, and perhaps weakest, case in which the weak classifiers are genuine classifiers in the sense of predicting a single multiclass label for each instance. Our new framework allows us to express a range of weak-learning conditions, both new ones and most of the ones that had previously been assumed
(often only implicitly). Within this formalism, we can also now finally make precise what is meant by correct weak-learning conditions that are neither too weak nor too strong.

We focus particularly on a family of novel weak-learning conditions that have an especially appealing form: like the binary conditions, they require performance that is only slightly better than random guessing, though with respect to performance measures that are more general than ordinary classification error. We introduce a whole family of such conditions since there are many ways of randomly guessing on more than two labels, a key difference between the binary and multiclass settings. Although these conditions impose seemingly mild demands on the weak-learner, we show that each one of them is powerful enough to guarantee boostability, meaning that some combination of the weak classifiers has high accuracy. And while no individual member of the family is necessary for boostability, we also show that the entire family taken together is necessary in the sense that for every boostable learning problem, there exists one member of the family that is satisfied. Thus, we have identified a family of conditions which, as a whole, is necessary and sufficient for multiclass boosting. Moreover, we can combine the entire family into a single weak-learning condition that is necessary and sufficient by taking a kind of union, or logical OR, of all the members. This combined condition can also be expressed in our framework.

With this understanding, we are able to characterize previously studied weak-learning conditions. In particular, the condition implicitly used by AdaBoost.MH [47], which is based on a one-against-all reduction to binary, turns out to be strictly stronger than necessary for boostability. This also applies to AdaBoost.M1 [21], the most direct generalization of AdaBoost to multiclass, whose conditions can be shown to be equivalent to those of AdaBoost.MH in our setting. On the other hand, the condition implicit to the SAMME algorithm by Zhu et al [57] is too weak in the sense that even when the condition is satisfied, no boosting algorithm can guarantee to drive
down the training error. Finally, the condition implicit to AdaBoost.MR [47, 21] (also called AdaBoost.M2) turns out to be exactly necessary and sufficient for boostability.

Employing proper weak-learning conditions is important, but we also need boosting algorithms that can exploit these conditions to effectively drive down error. For a given weak-learning condition, the boosting algorithm that drives down training error most efficiently in our framework can be understood as the optimal strategy for playing a certain two-player game. These games are non-trivial to analyze. However, using the powerful machinery of drifting games [20, 44], we are able to compute the optimal strategy for the games arising out of each weak-learning condition in the family described above. Compared to earlier work, our optimality results hold more generally and also achieve tighter bounds. These optimal strategies have a natural interpretation in terms of random walks, a phenomenon that has been observed in other settings [2, 17].

We also analyze the optimal boosting strategy when using the minimal weak learning condition, and this poses additional challenges. Firstly, the minimal weak learning condition has multiple natural formulations — e.g., as the union of all the conditions in the family described above, or the formulation used in AdaBoost.MR — and each formulation leading to a different game specification. A priori, it is not clear which game would lead to the best strategy. We resolve this dilemma by proving that the optimal strategies arising out of different formulations of the same weak learning condition lead to algorithms that are essentially equally good, and therefore we are free to choose whichever formulation leads to an easier analysis without fear of suffering in performance. We choose the union of conditions formulation, since it leads to strategies that share the same interpretation in terms of random walks as before. However, even with this choice, the resulting games are hard to analyze, and although we can explicitly compute the optimum strategies in general, the computational complexity
is usually exponential. Nevertheless, we identify key situations under which efficient computation is possible.

The game-theoretic strategies are non-adaptive in that they presume prior knowledge about the \textit{edge}, that is, how much better than random are the weak classifiers. Algorithms that are adaptive, such as AdaBoost, are much more practical because they do not require such prior information. We show therefore how to derive an adaptive boosting algorithm by modifying the game-theoretic strategy based on the minimal condition. This algorithm enjoys a number of theoretical guarantees. Unlike some of the non-adaptive strategies, it is efficiently computable, and since it is based on the minimal weak learning condition, it makes minimal assumptions. In fact, whenever presented with a boostable learning problem, this algorithm can approach zero training error at an exponential rate. More importantly, the algorithm is effective even beyond the boostability framework. In particular, we show empirical consistency, i.e., the algorithm always converges to the minimum of a certain exponential loss over the training data, whether or not the dataset is boostable. Furthermore, using the results in \cite{35} we can show that this convergence occurs rapidly.

Our focus in this chapter is only on minimizing training error, which, for the algorithms we derive, provably decreases exponentially fast with the number of rounds of boosting under boostability assumptions. Such results can be used in turn to derive bounds on the generalization error using standard techniques that have been applied to other boosting algorithms \cite{19,23,27}. Consistency in the multiclass classification setting has been studied by Tewari and Bartlett \cite{53} and has been shown to be trickier than binary classification consistency. Nonetheless, by following the approach in \cite{4} for showing consistency in the binary setting, we are able to extend the empirical consistency guarantees to general consistency guarantees in the multiclass setting: we show that under certain conditions and with sufficient data, our adaptive algorithm approaches the Bayes-optimum error on the \textit{test} dataset.
We present experiments aimed at testing the efficacy of the adaptive algorithm when working with a very weak weak-learner to check that the conditions we have identified are indeed weaker than others that had previously been used. We find that our new adaptive strategy achieves low test error compared to other multiclass boosting algorithms which usually heavily underfit. This validates the potential practical benefit of a better theoretical understanding of multiclass boosting.

**Previous work.** The first boosting algorithms were given by Schapire [42] and Freund [17], followed by their AdaBoost algorithm [23]. Multiclass boosting techniques include AdaBoost.M1 and AdaBoost.M2 [23], as well as AdaBoost.MH and AdaBoost.MR [17]. Other approaches include the work by Eibl and Pfeiffer [15], Zhu et al [57]. There are also more general approaches that can be applied to boosting including [3, 6, 14, 26]. Two game-theoretic perspectives have been applied to boosting. The first one [22, 37] views the weak-learning condition as a minimax game, while drifting games [44, 17] were designed to analyze the most efficient boosting algorithms. These games have been further analyzed in the multiclass and continuous time setting in [20].

### 3.2 Framework

We introduce some notation. Unless otherwise stated, matrices will be denoted by bold capital letters like $\mathbf{M}$, and vectors by bold small letters like $\mathbf{v}$. Entries of a matrix and vector will be denoted as $M(i, j)$ or $v(i)$, while $M(i)$ will denote the $i$th row of a matrix. Inner product of two vectors $\mathbf{u}, \mathbf{v}$ is denoted by $\langle \mathbf{u}, \mathbf{v} \rangle$. The Frobenius inner product of two matrices $\text{Tr} (\mathbf{MM}')$ will be denoted by $\mathbf{M} \mathbf{M}'$, where $\mathbf{M}'$ is the transpose of $\mathbf{M}$. The indicator function is denoted by $\mathbf{1} [\cdot]$. The set of all distributions over the set $\{1, \ldots, k\}$ will be denoted by $\Delta \{1, \ldots, k\}$, and in general, the set of all distributions over any set $S$ will be denoted by $\Delta(S)$.  

In multiclass classification, we want to predict the labels of examples lying in some set $X$. We are provided a training set of labeled examples $\{(x_1,y_1), \ldots, (x_m,y_m)\}$, where each example $x_i \in X$ has a label $y_i$ in the set $\{1, \ldots, k\}$.

Boosting combines several mildly powerful predictors, called weak classifiers, to form a highly accurate combined classifier, and has been previously applied for multiclass classification. In this chapter, we only allow weak classifier that predict a single class for each example. This is appealing, since the combined classifier has the same form, although it differs from what has been used in much previous work. Later we will expand our framework to include multilabel weak classifiers, that may predict multiple labels per example.

We adopt a game-theoretic view of boosting. A game is played between two players, Booster and Weak-Learner, for a fixed number of rounds $T$. With binary labels, Booster outputs a distribution in each round, and Weak-Learner returns a weak classifier achieving more than 50% accuracy on that distribution. The multiclass game is an extension of the binary game. In particular, in each round $t$:

- Booster creates a cost-matrix $C_t \in \mathbb{R}^{m \times k}$, specifying to Weak-Learner that the cost of classifying example $x_i$ as $l$ is $C_t(i,l)$. The cost-matrix may not be arbitrary, but should conform to certain restrictions as discussed below.

- Weak-Learner returns some weak classifier $h_t: X \to \{1, \ldots, k\}$ from a fixed space $h_t \in \mathcal{H}$ so that the cost incurred is

$$C_t \cdot \mathbf{1}_{h_t} = \sum_{i=1}^{m} C_t(i,h_t(x_i)),$$

is “small enough”, according to some conditions discussed below. Here by $\mathbf{1}_h$ we mean the $m \times k$ matrix whose $(i,j)$-th entry is $1[h(i) = j]$.

- Booster computes a weight $\alpha_t$ for the current weak classifier based on how much cost was incurred in this round.
At the end, Booster predicts according to the weighted plurality vote of the classifiers returned in each round:

$$H(x) \triangleq \arg\max_{l \in \{1, \ldots, k\}} f_T(x, l), \text{ where } f_T(x, l) = \sum_{t=1}^{T} 1[h_t(x) = l] \alpha_t. \quad (3.1)$$

By carefully choosing the cost matrices in each round, Booster aims to minimize the training error of the final classifier $H$, even when Weak-Learner is adversarial. The restrictions on cost-matrices created by Booster, and the maximum cost Weak-Learner can suffer in each round, together define the weak-learning condition being used. For binary labels, the traditional weak-learning condition states: for any non-negative weights $w(1), \ldots, w(m)$ on the training set, the error of the weak classifier returned is at most $(1/2 - \gamma/2) \sum_i w_i$. Here $\gamma$ parametrizes the condition. There are many ways to translate this condition into our language. The one with fewest restrictions on the cost-matrices requires labeling correctly should be less costly than labeling incorrectly:

$$\forall i : C(i, y_i) \leq C(i, \bar{y}_i) \text{ (here } \bar{y}_i \neq y_i \text{ is the other binary label)},$$

while the restriction on the returned weak classifier $h$ requires less cost than predicting randomly:

$$\sum_i C(i, h(x_i)) \leq \sum_i \left\{ \left( \frac{1}{2} - \frac{\gamma}{2} \right) C(i, \bar{y}_i) + \left( \frac{1}{2} + \frac{\gamma}{2} \right) C(i, y_i) \right\}.$$

By the correspondence $w(i) = C(i, \bar{y}_i) - C(i, y_i)$, we may verify the two conditions are the same.

We will rewrite this condition after making some simplifying assumptions. Henceforth, without loss of generality, we assume that the true label is always 1. Let $C^{\text{bin}} \subseteq \mathbb{R}^{m \times 2}$ consist of matrices $C$ which satisfy $C(i, 1) \leq C(i, 2)$. Further, let
Let $U_{\gamma} \in \mathbb{R}^{m \times 2}$ be the matrix whose each row is $(1/2 + \gamma/2, 1/2 - \gamma/2)$. Then, WeakLearner searching space $\mathcal{H}$ satisfies the binary weak-learning condition if: $\forall C \in \mathcal{C}_{\text{bin}}, \exists h \in \mathcal{H} : C \cdot (1_h - U_{\gamma}) \leq 0$. There are two main benefits to this reformulation. With linear homogeneous constraints, the mathematics is simplified, as will be apparent later. More importantly, by varying the restrictions $C_{\text{bin}}$ on the cost vectors and the matrix $U_{\gamma}$, we can generate a vast variety of weak-learning conditions for the multiclass setting $k \geq 2$ as we now show.

Let $C \subseteq \mathbb{R}^{m \times k}$ and let $B \in \mathbb{R}^{m \times k}$ be a matrix which we call the baseline. We say a weak classifier space $\mathcal{H}$ satisfies the condition $(C, B)$ if

$$\forall C \in \mathcal{C}, \exists h \in \mathcal{H} : C \cdot (1_h - B) \leq 0, \quad \text{i.e., } \sum_{i=1}^{m} C(i, h(i)) \leq \sum_{i=1}^{m} \langle C(i), B(i) \rangle \tag{3.2}$$

In (3.2), the variable matrix $C$ specifies how costly each misclassification is, while the baseline $B$ specifies a weight for each misclassification. The condition therefore states that a weak classifier should not exceed the average cost when weighted according to baseline $B$. This large class of weak-learning conditions captures many previously used conditions, such as the ones used by AdaBoost.M1 [21], AdaBoost.MH [47] and AdaBoost.MR [21, 47] (see below), as well as novel conditions introduced in the next section.

By studying this vast class of weak-learning conditions, we hope to find the one that will serve the main purpose of the boosting game: finding a convex combination of weak classifiers that has zero training error. For this to be possible, at the minimum the weak classifiers should be sufficiently rich for such a perfect combination to exist. Formally, a collection $\mathcal{H}$ of weak classifiers is *boostable* if it is eligible for boosting in the sense that there exists a distribution $\lambda$ on this space that linearly separates the data: $\forall i : \arg\max_{l \in \{1, \ldots, k\}} \sum_{h \in \mathcal{H}} \lambda(h) \mathbf{1} [h(x_i) = l] = y_i$. The weak-learning condition plays two roles. It rejects spaces that are not boostable, and provides an algorithmic
means of searching for the right combination. Ideally, the second factor will not cause
the weak-learning condition to impose additional restrictions on the weak classifiers;
in that case, the weak-learning condition is merely a reformulation of being boostable
that is more appropriate for deriving an algorithm. In general, it could be too strong,
i.e. certain boostable spaces will fail to satisfy the conditions. Or it could be too weak
i.e., non-boostable spaces might satisfy such a condition. Booster strategies relying on
either of these conditions will fail to drive down error, the former due to underfitting,
and the latter due to overfitting. Later we will describe conditions captured by our
framework that avoid being too weak or too strong. But before that, we show in the
next section how our flexible framework captures weak learning conditions that have
appeared previously in the literature.

3.3 Old conditions

In this section, we rewrite, in the language of our framework, the weak learning
conditions explicitly or implicitly employed in the multiclass boosting algorithms
SAMME [57], AdaBoost.M1 [21], and AdaBoost.MH and AdaBoost.MR [47]. This
will be useful later on for comparing the strengths and weaknesses of the various
conditions. We will end this section with a curious equivalence between the conditions

Recall that we have assumed the correct label is 1 for every example. Nevertheless,
we continue to use $y_i$ to denote the correct label in this section.

3.3.1 Old conditions in the new framework

Here we restate, in the language of our new framework, the weak learning conditions
of four algorithms that have earlier appeared in the literature.
SAMME. The SAMME algorithm [57] requires less error than random guessing on any distribution on the examples. Formally, a space $\mathcal{H}$ satisfies the condition if there is a $\gamma' > 0$ such that,

$$\forall d(1), \ldots, d(m) \geq 0, \exists h \in \mathcal{H} : \sum_{i=1}^{m} d(i) \mathbf{1}[h(x_i) \neq y_i] \leq (1 - 1/k - \gamma') \sum_{i=1}^{m} d(i). \quad (3.3)$$

Define a cost matrix $C$ whose entries are given by

$$C(i, j) = \begin{cases} 
    d(i) & \text{if } j \neq y_i, \\
    0 & \text{if } j = y_i.
\end{cases}$$

Then the left hand side of (3.3) can be written as

$$\sum_{i=1}^{m} C(i, h(x_i)) = C \bullet \mathbf{1}_h.$$  

Next let $\gamma = (1 - 1/k)\gamma'$ and define baseline $U_\gamma$ to be the multiclass extension of $U^{\text{bin}}$,

$$U_\gamma(i, l) = \begin{cases} 
    \frac{(1-\gamma)}{k} + \gamma & \text{if } l = y_i, \\
    \frac{(1-\gamma)}{k} & \text{if } l \neq y_i.
\end{cases}$$

Then the right hand side of (3.3) can be written as

$$\sum_{i=1}^{m} \sum_{l \neq y_i} C(i, l)U_\gamma(i, l) = C \bullet U_\gamma,$$

since $C(i, y_i) = 0$ for every example $i$. Define $C^{\text{SAM}}$ to be the following collection of cost matrices:

$$C^{\text{SAM}} \triangleq \left\{ C : C(i, l) = \begin{cases} 
    0 & \text{if } l = y_i, \\
    t_i & \text{if } l \neq y_i,
\end{cases} \text{ for non-negative } t_1, \ldots, t_m. \right\}$$
Using the last two equations, (3.3) is equivalent to

\[ \forall C \in C^{\text{SAM}}, \exists h \in \mathcal{H} : C \cdot (1_h - U_{\gamma}) \leq 0. \]

Therefore, the weak-learning condition of SAMME is given by \((C^{\text{SAM}}, U_{\gamma})\).

AdaBoost.M1 AdaBoost.M1 [23] measures the performance of weak classifiers using ordinary error. It requires \(1/2 + \gamma/2\) accuracy with respect to any non-negative weights \(d(1), \ldots, d(m)\) on the training set:

\[
\sum_{i=1}^{m} d(i) [h(x_i) \neq y_i] \leq (1/2 - \gamma/2) \sum_{i=1}^{m} d(i),
\]

i.e.

\[
\sum_{i=1}^{m} d(i) [h(x_i) \neq y_i] \leq -\gamma \sum_{i=1}^{m} d(i).
\]

where \([\cdot]\) is the \(\pm 1\) indicator function, taking value +1 when its argument is true, and −1 when false. Using the transformation

\[ C(i, l) = [l \neq y_i] d(i) \]  

we may rewrite (3.5) as

\[ \forall C \in \mathbb{R}^{m \times k} \text{ satisfying } 0 \leq -C(i, y_i) = C(i, l) \text{ for } l \neq y_i \]

\[ \exists h \in \mathcal{H} : \sum_{i=1}^{m} C(i, h(x_i)) \leq \gamma \sum_{i=1}^{m} C(i, y_i) \]

i.e.

\[ \forall C \in C^{M1}, \exists h \in \mathcal{H} : C \cdot (1_h - B^{M1}_{\gamma}) \leq 0, \]

where \(B^{M1}_{\gamma}(i, l) = \gamma [l = y_i]\), and \(C^{M1} \subseteq \mathbb{R}^{m \times k}\) consists of matrices satisfying the constraints in (3.6).
AdaBoost.MH  AdaBoost.MH [47] is a popular multiclass boosting algorithm that is based on the one-against-all reduction, and was originally designed to use weak-hypotheses that return a prediction for every example and every label. The implicit weak learning condition requires that for any matrix with non-negative entries \( d(i, l) \), the weak-hypothesis should achieve \( \frac{1}{2} + \gamma \) accuracy

\[
\sum_{i=1}^{m} \left\{ 1 \left[ h(x_i) \neq y_i \right] d(i, y_i) + \sum_{l \neq y_i} 1 \left[ h(x_i) = l \right] d(i, l) \right\} \leq \left( \frac{1}{2} - \frac{\gamma}{2} \right) \sum_{i=1}^{m} \sum_{l=1}^{k} d(i, l).
\] (3.8)

This can be rewritten as

\[
\sum_{i=1}^{m} \left\{ -1 \left[ h(x_i) = y_i \right] d(i, y_i) + \sum_{l \neq y_i} 1 \left[ h(x_i) = l \right] d(i, l) \right\} \leq \sum_{i=1}^{m} \left\{ \left( \frac{1}{2} - \frac{\gamma}{2} \right) \sum_{l \neq y_i} d(i, l) - \left( \frac{1}{2} + \frac{\gamma}{2} \right) d(i, y_i) \right\}.
\]

Using the mapping

\[
C(i, l) = \begin{cases} 
  d(i, l) & \text{if } l \neq y_i \\
  -d(i, l) & \text{if } l = y_i,
\end{cases}
\]

their weak-learning condition may be rewritten as follows

\[
\forall C \in \mathbb{R}^{m \times k} \text{ satisfying } C(i, y_i) \leq 0, C(i, l) \geq 0 \text{ for } l \neq y_i,
\] (3.9)

\[
\exists h \in \mathcal{H} : \sum_{i=1}^{m} C(i, h(x_i)) \leq \sum_{i=1}^{m} \left\{ \left( \frac{1}{2} + \frac{\gamma}{2} \right) C(i, y_i) + \left( \frac{1}{2} - \frac{\gamma}{2} \right) \sum_{l \neq y_i} C(i, l) \right\}. \] (3.10)
Defining $C^{\text{MH}}$ to be the space of all cost matrices satisfying the constraints in [3.9], the above condition is the same as

$$\forall C \in C^{\text{MH}}, \exists h \in \mathcal{H} : C \bullet (1_h - B^{\text{MH}}_{\gamma}) \leq 0,$$

where $B_{\gamma}^{\text{MH}}(i, l) = (1/2 + \gamma[l = y_i]/2)$.

**AdaBoost.MR** AdaBoost.MR [47] is based on the all-pairs multiclass to binary reduction. Like AdaBoost.MH, it was originally designed to use weak-hypotheses that return a prediction for every example and every label. The weak learning condition for AdaBoost.MR requires that for any non-negative cost-vectors $\{d(i, l)\}$, the weak-hypothesis returned should satisfy the following:

$$\sum_{i=1}^{m} \sum_{l \neq y_i} \left( \mathbf{1}[h(x_i) = l] - \mathbf{1}[h(x_i) = y_i] \right) d(i, l) \leq -\gamma \sum_{i=1}^{m} \sum_{l \neq y_i} d(i, l)$$

i.e.

$$\sum_{i=1}^{m} \left\{ -\mathbf{1}[h(x_i) = y_i] \sum_{l \neq y_i} d(i, l) + \sum_{l \neq y_i} \mathbf{1}[h(x_i) = l] d(i, l) \right\} \leq -\gamma \sum_{i=1}^{m} \sum_{l \neq y_i} d(i, l).$$

Substituting

$$C(i, l) = \begin{cases} 
    d(i, l) & l \neq y_i \\
    -\sum_{l \neq y_i} d(i, l) & l = y_i,
\end{cases}$$

we may rewrite AdaBoost.MR’s weak-learning condition as

$$\forall C \in \mathbb{R}^{m \times k} \text{ satisfying } C(i, l) \geq 0 \text{ for } l \neq y_i, C(i, y_i) = -\sum_{l \neq y_i} C(i, l), \quad (3.11)$$

$$\exists h \in \mathcal{H} : \sum_{i=1}^{m} C(i, h(x_i)) \leq -\frac{\gamma}{2} \sum_{i=1}^{m} \left\{ -C(i, y_i) + \sum_{l \neq y_i} C(i, l) \right\}.$$
Defining $\mathcal{C}^{\text{MR}}$ to be the collection of cost matrices satisfying the constraints in \(3.11\), the above condition is the same as

$$\forall C \in \mathcal{C}^{\text{MR}}, \exists h \in \mathcal{H}: C \cdot (1_h - B^{\text{MR}}_\gamma) \leq 0,$$

where $B^{\text{MR}}_\gamma(i, l) = \|l = y_i\|\gamma/2$.

### 3.3.2 A curious equivalence

We show that the weak learning conditions of AdaBoost.MH and AdaBoost.M1 are identical in our framework. This is surprising because the original motivations behind these algorithms were completely different. AdaBoost.M1 is a direct extension of binary AdaBoost to the multiclass setting, whereas AdaBoost.MH is based on the one-against-all multiclass to binary reduction. This equivalence is a sort of degeneracy, and arises because the weak classifiers being used predict single labels per example. With multilabel weak classifiers, for which AdaBoost.MH was originally designed, the equivalence no longer holds.

The proofs in this and later sections will make use of the following minimax result, that is a weaker version of Corollary 37.3.2 of [40].

**Theorem 3.1.** (Minimax Theorem) Let $C, D$ be non-empty closed convex subsets of $\mathbb{R}^m, \mathbb{R}^n$ respectively, and let $K$ be a linear function on $C \times D$. If either $C$ or $D$ is bounded, then

$$\min_{v \in D} \max_{u \in C} K(u, v) = \max_{u \in C} \min_{v \in D} K(u, v).$$

**Lemma 3.2.** A weak classifier space $\mathcal{H}$ satisfies $(\mathcal{C}^{\text{M1}}, B^{\text{M1}}_\gamma)$ if and only if it satisfies $(\mathcal{C}^{\text{MH}}, B^{\text{MH}}_\gamma)$.

**Proof.** We will refer to $(\mathcal{C}^{\text{M1}}, B^{\text{M1}}_\gamma)$ by M1 and $(\mathcal{C}^{\text{MH}}, B^{\text{MH}}_\gamma)$ by MH for brevity. The proof is in three steps.
Step (i): If $\mathcal{H}$ satisfies MH, then it also satisfies M1. This follows since any constraint (3.4) imposed by M1 on $\mathcal{H}$ can be reproduced by MH by plugging the following values of $d(i,l)$ in (3.8)

$$d(i,l) = \begin{cases} d(i) & \text{if } l = y_i \\ 0 & \text{if } l \neq y_i. \end{cases}$$

Step (ii): If $\mathcal{H}$ satisfies M1, then there is a convex combination $H_{\lambda^*}$ of the matrices $1_h \in \mathcal{H}$, defined as

$$H_{\lambda^*} = \sum_{h \in \mathcal{H}} \lambda^*(h)1_h,$$

such that

$$\forall i: (H_{\lambda^*} - B_{\gamma}^{\text{MH}})(i,l) \begin{cases} \geq 0 & \text{if } l = y_i \\ \leq 0 & \text{if } l \neq y_i. \end{cases} \quad (3.12)$$

Indeed, Theorem 3.1 yields

$$\min_{\lambda \in \Delta(\mathcal{H})} \max_{C \in \mathcal{C}^{\text{M1}}} C \cdot (H_{\lambda} - B_{\gamma}^{\text{M1}}) = \max_{C \in \mathcal{C}^{\text{M1}}} \min_{h \in \mathcal{H}} C \cdot (1_h - B_{\gamma}^{\text{M1}}) \leq 0, \quad (3.13)$$

where the inequality is a restatement of our assumption that $\mathcal{H}$ satisfies M1. If $\lambda^*$ is a minimizer of the minimax expression, then $H_{\lambda^*}$ must satisfy

$$\forall i: H_{\lambda^*}(i,l) \begin{cases} \geq \frac{1}{2} + \frac{\gamma}{2} & \text{if } l = y_i \\ \leq \frac{1}{2} - \frac{\gamma}{2} & \text{if } l \neq y_i, \end{cases} \quad (3.14)$$

or else some choice of $C \in \mathcal{C}^{\text{M1}}$ can cause $C \cdot (H_{\lambda^*} - B_{\gamma}^{\text{M1}})$ to exceed 0. In particular, if $H_{\lambda^*}(i_0,l) < 1/2 + \gamma/2$, then

$$(H_{\lambda^*} - B_{\gamma}^{\text{M1}})(i_0,y_i) < \sum_{l \neq y_i} (H_{\lambda^*} - B_{\gamma}^{\text{M1}})(i_0,l).$$
Now, if we choose \( C \in C^{M_1} \) as

\[
C(i, l) = \begin{cases} 
0 & \text{if } i \neq i_0 \\
1 & \text{if } i = i_0, l \neq y_{i_0} \\
-1 & \text{if } i = i_0, l = y_{i_0},
\end{cases}
\]

then,

\[
C \cdot (H_{\lambda^*} - B_{\gamma}^{M_1}) = -(H_{\lambda^*} - B_{\gamma}^{M_1})(i_0, y_{i_0}) + \sum_{l \neq y_{i_0}} (H_{\lambda^*} - B_{\gamma}^{M_1})(i_0, l) > 0,
\]

contradicting the inequality in (3.13). Therefore (3.14) holds. Eqn. (3.12), and thus Step (ii), now follows by observing that \( B_{\gamma}^{MH} \), by definition, satisfies

\[
\forall i : B_{\gamma}^{MH}(i, l) = \begin{cases} 
\frac{1}{2} + \frac{\gamma}{2} & \text{if } l = y_i \\
\frac{1}{2} - \frac{\gamma}{2} & \text{if } l \neq y_i.
\end{cases}
\]

**Step (iii)** If there is some convex combination \( \mathcal{H}_{\lambda^*} \) satisfying (3.12), then \( \mathcal{H} \) satisfies MH. Recall that \( B_{\gamma}^{MH} \) consists of entries that are non-positive on the correct labels and non-negative for incorrect labels. Therefore, (3.12) implies

\[
0 \geq \max_{C \in C^{MH}} C \cdot (H_{\lambda^*} - B_{\gamma}^{MH}) \geq \min_{\lambda \in \Delta(\mathcal{H})} \max_{C \in C^{MH}} C \cdot (H_{\lambda} - B_{\gamma}^{MH}).
\]

On the other hand, using Theorem 3.1 we have

\[
\min_{\lambda \in \Delta(\mathcal{H})} \max_{C \in C^{MH}} C \cdot (H_{\lambda} - B_{\gamma}^{MH}) = \max_{C \in C^{MH}} \min_{h \in \mathcal{H}} C \cdot (1_h - B_{\gamma}^{MH}).
\]
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Combining the two, we get

\[ 0 \geq \max_{C \in \mathcal{C}^{\text{MH}}} \min_{h \in \mathcal{H}} C \cdot (1_h - B_{\gamma}^{\text{MH}}), \]

which is the same as saying that \( \mathcal{H} \) satisfies MH’s condition.

Steps (ii) and (iii) together imply that if \( \mathcal{H} \) satisfies M1, then it also satisfies MH. Along with Step (i), this concludes the proof. \( \Box \)

### 3.4 Necessary and sufficient weak-learning conditions

The binary weak-learning condition has an appealing form: for any distribution over the examples, the weak classifier needs to achieve error not greater than that of a random player who guesses the correct answer with probability \( \frac{1}{2} + \frac{\gamma}{2} \). Further, this is the weakest condition under which boosting is possible as follows from a game-theoretic perspective [22, 37]. Multiclass weak-learning conditions with similar properties are missing in the literature. In this section we show how our framework captures such conditions.

#### 3.4.1 Edge-over-random conditions

In the multiclass setting, we model a random player as a baseline predictor \( B \in \mathbb{R}^{m \times k} \) whose rows are distributions over the labels, \( B(i) \in \Delta \{1, \ldots, k\} \). The prediction on example \( i \) is a sample from \( B(i) \). We only consider the space of edge-over-random baselines \( B_{\gamma}^{\text{eor}} \subseteq \mathbb{R}^{m \times k} \) who have a faint clue about the correct answer. More precisely, any baseline \( B \in B_{\gamma}^{\text{eor}} \) in this space is \( \gamma \) more likely to predict the correct label than an incorrect one on every example \( i \): \( \forall l \neq 1, B(i, l) \geq B(i, 1) + \gamma \), with equality holding.
for some $l$, i.e.:

$$B(i, 1) = \max \{B(i, l) + \gamma : l \neq 1\}.$$  

Notice that the edge-over-random baselines are different from the baselines used by earlier weak learning conditions discussed in the previous section.

When $k = 2$, the space $\mathcal{B}_{\gamma}^{\text{eor}}$ consists of the unique player $U_{\gamma}^{\text{bin}}$, and the binary weak-learning condition is given by $(\mathcal{C}_{\gamma}^{\text{bin}}, U_{\gamma}^{\text{bin}})$. The new conditions generalize this to $k > 2$. In particular, define $\mathcal{C}_{\gamma}^{\text{eor}}$ to be the multiclass extension of $\mathcal{C}_{\gamma}^{\text{bin}}$: any cost-matrix in $\mathcal{C}_{\gamma}^{\text{eor}}$ should put the least cost on the correct label, i.e., the rows of the cost-matrices should come from the set $\{c \in \mathbb{R}^k : \forall l, c(1) \leq c(l)\}$. Then, for every baseline $B \in \mathcal{B}_{\gamma}^{\text{eor}}$, we introduce the condition $(\mathcal{C}_{\gamma}^{\text{eor}}, B)$, which we call an edge-over-random weak-learning condition. Since $C \cdot B$ is the expected cost of the edge-over-random baseline $B$ on matrix $C$, the constraints (3.2) imposed by the new condition essentially require better than random performance.

Also recall that we have assumed that the true label $y_i$ of example $i$ in our training set is always 1. Nevertheless, we may occasionally continue to refer to the true labels as $y_i$.

We now present the central results of this section. The seemingly mild edge-over-random conditions guarantee boostability, meaning weak classifiers that satisfy any one such condition can be combined to form a highly accurate combined classifier.

**Theorem 3.3** *(Sufficiency).* If a weak classifier space $\mathcal{H}$ satisfies a weak-learning condition $(\mathcal{C}_{\gamma}^{\text{eor}}, B)$, for some $B \in \mathcal{B}_{\gamma}^{\text{eor}}$, then $\mathcal{H}$ is boostable.

**Proof.** The proof is in the spirit of the ones in [22]. Applying Theorem 3.1 yields

$$0 \geq \max_{C \in \mathcal{C}_{\gamma}^{\text{eor}}} \min_{h \in \mathcal{H}} C \cdot (1_h - B) = \min_{\lambda \in \Delta(\mathcal{H})} \max_{C \in \mathcal{C}_{\gamma}^{\text{eor}}} C \cdot (H_\lambda - B),$$

where the first inequality follows from the definition (3.2) of the weak-learning condition. Let $\lambda^*$ be a minimizer of the min-max expression. Unless the first entry of
each row of \((H_{\lambda^*} - B)\) is the largest, the right hand side of the min-max expression can be made arbitrarily large by choosing \(C \in C^{eor}\) appropriately. For example, if in some row \(i\), the \(j_0\)th element is strictly larger than the first element, by choosing

\[
C(i, j) = \begin{cases} 
-1 & \text{if } j = 1 \\
1 & \text{if } j = j_0 \\
0 & \text{otherwise,}
\end{cases}
\]

we get a matrix in \(C^{eor}\) which causes \(C \cdot (H_{\lambda^*} - B)\) to be equal to \(C(i, j_0) - C(i, 1) > 0\), an impossibility by the first inequality.

Therefore, the convex combination of the weak classifiers, obtained by choosing each weak classifier with weight given by \(\lambda^*\), perfectly classifies the training data, in fact with a margin \(\gamma\).

\[\square\]

On the other hand, the family of such conditions, taken as a whole, is necessary for boostability in the sense that every eligible space of weak classifiers satisfies some edge-over-random condition.

**Theorem 3.4** (Relaxed necessity). *For every boostable weak classifier space \(\mathcal{H}\), there exists a \(\gamma > 0\) and \(B \in B^{eor}_\gamma\) such that \(\mathcal{H}\) satisfies the weak-learning condition \((C^{eor}, B)\).*

*Proof.* The proof shows existence through non-constructive averaging arguments. We will reuse notation from the proof of Theorem 3.3 above. \(\mathcal{H}\) is boostable implies there exists some distribution \(\lambda^* \in \Delta(\mathcal{H})\) such that

\[
\forall j \neq 1, i : H_{\lambda^*}(i, 1) - H_{\lambda^*}(i, j) > 0.
\]
Let $\gamma > 0$ be the minimum of the above expression over all possible $(i, j)$, and let $B = H_{\lambda^*}$. Then $B \in \mathcal{B}_\gamma^\text{cor}$, and

$$
\max_{C \in \mathcal{C}^\text{cor}} \min_{h \in \mathcal{H}} C \cdot (1_h - B) \leq \min_{\lambda \in \Delta(\mathcal{H})} \max_{C \in \mathcal{C}^\text{cor}} C \cdot (H_{\lambda} - B) \leq \max_{C \in \mathcal{C}^\text{cor}} C \cdot (H_{\lambda^*} - B) = 0,
$$

where the equality follows since by definition $H_{\lambda^*} - B = 0$. The max-min expression is at most zero is another way of saying that $\mathcal{H}$ satisfies the weak-learning condition $(\mathcal{C}^\text{cor}, B)$ as in (3.2).

Theorem 3.4 states that any boostable weak classifier space will satisfy some condition in our family, but it does not help us choose the right condition. Experiments in Section 3.10 suggest $(\mathcal{C}^\text{cor}, U_\gamma)$ is effective with very simple weak-learners compared to popular boosting algorithms. (Recall $U_\gamma \in \mathcal{B}_\gamma^\text{cor}$ is the edge-over-random baseline closest to uniform; it has weight $(1 - \gamma)/k$ on incorrect labels and $(1 - \gamma)/k + \gamma$ on the correct label.) However, there are theoretical examples showing each condition in our family is too strong.

**Theorem 3.5.** For any $B \in \mathcal{B}_\gamma^\text{cor}$, there exists a boostable space $\mathcal{H}$ that fails to satisfy the condition $(\mathcal{C}^\text{cor}, B)$.

**Proof.** We provide, for any $\gamma > 0$ and edge-over-random baseline $B \in \mathcal{B}_\gamma^\text{cor}$, a dataset and weak classifier space that is boostable but fails to satisfy the condition $(\mathcal{C}^\text{cor}, B)$.

Pick $\gamma' = \gamma/k$ and set $m > 1/\gamma'$ so that $\lfloor m(1/2 + \gamma') \rfloor > m/2$. Our dataset will have $m$ labeled examples $\{(0, y_0), \ldots, (m - 1, y_{m-1})\}$, and $m$ weak classifiers. We want the following symmetries in our weak classifiers:

- Each weak classifier correctly classifies $\lfloor m(1/2 + \gamma') \rfloor$ examples and misclassifies the rest.

- On each example, $\lfloor m(1/2 + \gamma') \rfloor$ weak classifiers predict correctly.
Note the second property implies boostability, since the uniform convex combination of all the weak classifiers is a perfect predictor.

The two properties can be satisfied by the following design. A window is a contiguous sequence of examples that may wrap around; for example

\[
\{i, (i + 1) \mod m, \ldots, (i + k) \mod m\}
\]

is a window containing \(k\) elements, which may wrap around if \(i + k \geq m\). For each window of length \(\lfloor m(1/2 + \gamma')\rfloor\) create a hypothesis that correctly classifies within the window, and misclassifies outside. This weak-hypothesis space has size \(m\), and has the required properties.

We still have flexibility as to how the misclassifications occur, and which cost-matrix to use, which brings us to the next two choices:

- Whenever a hypothesis misclassifies on example \(i\), it predicts label

\[
\hat{y}_i \triangleq \arg\min \{ B(i, l) : l \neq y_i \}.
\] (3.15)

- A cost-matrix is chosen so that the cost of predicting \(\hat{y}_i\) on example \(i\) is 1, but for any other prediction the cost is zero. Observe this cost-matrix belongs to \(C_{\text{cor}}\).

Therefore, every time a weak classifier predicts incorrectly, it also suffers cost 1. Since each weak classifier predicts correctly only within a window of length \(\lfloor m(1/2 + \gamma')\rfloor\), it suffers cost \(\lfloor m(1/2 - \gamma')\rfloor\). On the other hand, by the choice of \(\hat{y}_i\) in (3.15),

\[
B(i, \hat{y}_i) = \min \{ B(i, 1) - \gamma, B(i, 2), \ldots, B(i, k) \}
\leq \frac{1}{k} \{ B(i, 1) - \gamma + B(i, 2) + B(i, 3) + \ldots + B(i, k) \}
= \frac{1}{k} - \frac{\gamma}{k}.
\]
So the cost of $\mathbf{B}$ on the chosen cost-matrix is at most $m(1/k - \gamma/k)$, which is less than the cost $\lceil m(1/2 - \gamma') \rceil \geq m(1/2 - \gamma/k)$ of any weak classifier whenever the number of labels $k$ is more than two. Hence our boostable space of weak classifiers fails to satisfy $(\mathcal{C}_{\text{cor}}, \mathbf{B})$.

Theorems 3.4 and 3.5 can be interpreted as follows. While a boostable space will satisfy some edge-over-random condition, without further information about the dataset it is not possible to know which particular condition will be satisfied. The kind of prior knowledge required to make this guess correctly is provided by Theorem 3.3: the appropriate weak learning condition is determined by the distribution of votes on the labels for each example that a target weak classifier combination might be able to get. Even with domain expertise, such knowledge may or may not be obtainable in practice before running boosting. We therefore need conditions that assume less.

### 3.4.2 The minimal weak learning condition

A perhaps extreme way of weakening the condition is by requiring the performance on a cost matrix to be competitive not with a fixed baseline $\mathbf{B} \in \mathcal{B}_{\text{cor}}^{\gamma}$, but with the worst of them:

$$\forall C \in \mathcal{C}_{\text{cor}}, \exists h \in \mathcal{H} : C \cdot \mathbf{1}_h \leq \max_{\mathbf{B} \in \mathcal{B}_{\text{cor}}^{\gamma}} C \cdot \mathbf{B}. \quad (3.16)$$

Condition (3.16) states that during the course of the same boosting game, Weak-Learner may choose to beat any edge-over-random baseline $\mathbf{B} \in \mathcal{B}_{\text{cor}}^{\gamma}$, possibly a different one for every round and every cost-matrix. This may superficially seem much too weak. On the contrary, this condition turns out to be equivalent to boostability. In other words, according to our criterion, it is neither too weak nor too strong as a weak-learning condition. However, unlike the edge-over-random conditions, it also turns out to be more difficult to work with algorithmically.
Furthermore, this condition can be shown to be equivalent to the one used by AdaBoost.MR \cite{17,21}. This is perhaps remarkable since the latter is based on the apparently completely unrelated all-pairs multiclass to binary reduction. In Section 3.3 we saw that the MR condition is given by $(C^{\text{MR}}, B^{\text{MR}}_\gamma)$, where $C^{\text{MR}}$ consists of cost-matrices that put non-negative costs on incorrect labels and whose rows sum up to zero, while $B^{\text{MR}}_\gamma \in \mathbb{R}^{m \times k}$ is the matrix that has $\gamma$ on the first column and $-\gamma$ on all other columns. Further, the MR condition, and hence $(3.16)$, can be shown to be neither too weak nor too strong.

**Theorem 3.6 (MR).** A weak classifier space $\mathcal{H}$ satisfies AdaBoost.MR’s weak-learning condition $(C^{\text{MR}}, B^{\text{MR}}_\gamma)$ if and only if it satisfies $(3.16)$. Moreover, this condition is equivalent to being boostable.

**Proof.** We will show the following three conditions are equivalent:

(A) $\mathcal{H}$ is boostable

(B) $\exists \gamma > 0$ such that $\forall C \in \mathcal{C}^{\text{eor}}, \exists h \in \mathcal{H} : C \cdot 1_h \leq \max_{B \in \mathcal{B}_\gamma^{\text{eor}}} C \cdot B$

(C) $\exists \gamma > 0$ such that $\forall C \in \mathcal{C}^{\text{MR}}, \exists h \in \mathcal{H} : C \cdot 1_h \leq C \cdot B^{\text{MR}}$.

We will show (A) implies (B), (B) implies (C), and (C) implies (A) to achieve the above.

(A) implies (B): Immediate from Theorem 2.

(B) implies (C): Suppose (B) is satisfied with $2\gamma$. We will show that this implies $\mathcal{H}$ satisfies $(C^{\text{MR}}, B^{\text{MR}}_\gamma)$. Notice $C^{\text{MR}} \subset \mathcal{C}^{\text{eor}}$. Therefore it suffices to show that

$$\forall C \in \mathcal{C}^{\text{MR}}, B \in \mathcal{B}_\gamma^{\text{eor}} : C \cdot (B - B^{\text{MR}}_\gamma) \leq 0.$$ 

Notice that $B \in \mathcal{B}_\gamma^{\text{eor}}$ implies $B' = B - B^{\text{MR}}_\gamma$ is a matrix whose largest entry in each row is in the first column of that row. Then, for any $C \in \mathcal{C}^{\text{MR}}, C \cdot B'$ can be written
as

\[ \mathbf{C} \cdot \mathbf{B}' = \sum_{i=1}^{m} \sum_{j=2}^{k} C(i, j) (B'(i, j) - B'(i, 1)). \]

Since \( C(i, j) \geq 0 \) for \( j > 1 \), and \( B'(i, j) - B'(i, 1) \leq 0 \), we have our result.

\((C)\) implies \((A)\): Applying Theorem \[3.1\]

\[ 0 \geq \max_{\mathbf{C} \in \mathcal{C}^{\text{MR}}} \min_{\mathbf{h} \in \mathcal{H}} \mathbf{C} \cdot (\mathbf{1}_h - \mathbf{B}^{\text{MR}}_\gamma) = \min_{\lambda \in \Delta(\mathcal{H})} \max_{\mathbf{C} \in \mathcal{C}^{\text{MR}}} \mathbf{C} \cdot (\mathbf{H}_\lambda - \mathbf{B}^{\text{MR}}_\gamma). \]

For any \( i_0 \) and \( l_0 \neq 1 \), the following cost-matrix \( \mathbf{C} \) satisfies \( \mathbf{C} \in \mathcal{C}^{\text{MR}} \),

\[ C(i, l) = \begin{cases} 
0 & \text{if } i \neq i_0 \text{ or } l \notin \{1, l_0\} \\
1 & \text{if } i = i_0, l = l_0 \\
-1 & \text{if } i = i_0, l = 1. 
\end{cases} \]

Let \( \lambda \) belong to the argmin of the min max expression. Then \( \mathbf{C} \cdot (\mathbf{H}_\lambda - \mathbf{B}^{\text{MR}}_\gamma) \leq 0 \) implies \( \mathbf{H}_\lambda(i_0, 1) - \mathbf{H}_\lambda(i_0, l_0) \geq 2\gamma \). Since this is true for all \( i_0 \) and \( l_0 \neq 1 \), we conclude that the \((\mathcal{C}^{\text{MR}}, \mathbf{B}^{\text{MR}}_\gamma)\) condition implies boostability.

This concludes the proof of equivalence.

Next, we illustrate the strengths of our minimal weak-learning condition through concrete comparisons with previous algorithms.

**Comparison with SAMME.** The SAMME algorithm of Zhu et al \[57\] requires the weak classifiers to achieve less error than uniform random guessing for multiple labels; in our language, their weak-learning condition is \( (\mathcal{C}^{\text{SAM}}, \mathbf{U}_\gamma) \), as shown in Section \[3.3\], where \( \mathcal{C}^{\text{SAM}} \) consists of cost matrices whose rows are of the form \((0, t, t, \ldots)\) for some non-negative \( t \). As is well-known, this condition is not sufficient for boosting to be possible. In particular, consider the dataset \( \{(a, 1), (b, 2)\} \) with \( k = 3, m = 2 \), and a weak classifier space consisting of \( h_1, h_2 \) which always predict 1, 2, respectively.
Figure 3.1: A weak classifier space which satisfies SAMME’s weak learning condition but is not boostable.

(Figure 3.1). Since neither classifier distinguishes between $a, b$ we cannot achieve perfect accuracy by combining them in any way. Yet, due to the constraints on the cost-matrix, one of $h_1, h_2$ will always manage non-positive cost while random always suffers positive cost. On the other hand our weak-learning condition allows the Booster to choose far richer cost matrices. In particular, when the cost matrix $C \in \mathcal{C}_{\text{cor}}$ is given by

\[
\begin{array}{ccc}
1 & 2 & 3 \\
a & -1 & +1 & 0 \\
b & +1 & -1 & 0 \\
\end{array}
\]

both classifiers in the above example suffer more loss than the random player $U_\gamma$, and fail to satisfy our condition.

**Comparison with AdaBoost.MH.** AdaBoost.MH [47] was designed for use with weak hypotheses that on each example return a prediction for every label. When used in our framework, where the weak classifiers return only a single multiclass prediction per example, the implicit demands made by AdaBoost.MH on the weak classifier space turn out to be too strong. To demonstrate this, we construct a classifier space that satisfies the condition $(\mathcal{C}_{\text{cor}}, U_\gamma)$ in our family, but cannot satisfy AdaBoost.MH’s weak-learning condition. Note that this does not imply that the conditions are too strong when used with more powerful weak classifiers that return multilabel multiclass predictions.

Consider a space $\mathcal{H}$ that has, for every $(1/k+\gamma)m$ element subset of the examples, a classifier that predicts correctly on exactly those elements. The expected loss of a
randomly chosen classifier from this space is the same as that of the random player $U_\mu$. Hence $\mathcal{H}$ satisfies this weak-learning condition. On the other hand, it was shown in Section 3.3 that AdaBoost.MH’s weak-learning condition is the pair $(C_{\text{MH}}, B_{\gamma}^{\text{MH}})$, where $C_{\text{MH}}$ consists of cost matrices with non-negative entries on incorrect labels and non-positive entries on real labels, and where each row of the matrix $B_{\gamma}^{\text{MH}}$ is the vector $(1/2 + \gamma/2, 1/2 - \gamma/2, \ldots, 1/2 - \gamma/2)$. A quick calculation shows that for any $h \in \mathcal{H}$, and $C \in C_{\text{MH}}$ with $-1$ in the first column and zeroes elsewhere, $C \cdot (1_h - B_{\gamma}^{\text{MH}}) = 1/2 - 1/k$. This is positive when $k > 2$, so that $\mathcal{H}$ fails to satisfy AdaBoost.MH’s condition.

We have seen how our framework allows us to capture the strengths and weaknesses of old conditions, describe a whole new family of conditions and also identify the condition making minimal assumptions. In the next few sections, we show how to design boosting algorithms that employ these new conditions and enjoy strong theoretical guarantees.

### 3.5 Algorithms

In this section we devise algorithms by analyzing the boosting games that employ weak-learning conditions in our framework. We compute the optimum Booster strategy against a completely adversarial Weak-Learner, which here is permitted to choose weak classifiers without restriction, i.e. the entire space $\mathcal{H}^{\text{all}}$ of all possible functions mapping examples to labels. By modeling Weak-Learner adversarially, we make absolutely no assumptions on the algorithm it might use. Hence, error guarantees enjoyed in this situation will be universally applicable. Our algorithms are derived from the very general drifting games framework \cite{drifting} for solving boosting games, which in turn was inspired by Freund’s Boost-by-majority algorithm \cite{boostbymajority}, which we review next.
The OS Algorithm. Fix the number of rounds $T$ and a weak-learning condition $(\mathcal{C}, \mathcal{B})$. We will only consider conditions that are not vacuous, i.e., at least some classifier space satisfies the condition, or equivalently, the space $\mathcal{H}^{\text{all}}$ satisfies $(\mathcal{C}, \mathcal{B})$. Additionally, we assume the constraints placed by $\mathcal{C}$ are on individual rows. In other words, there is some subset $\mathcal{C}_0 \subseteq \mathbb{R}^k$ of all possible rows, such that a cost matrix $\mathbf{C}$ belongs to the collection $\mathcal{C}$ if and only if each of its rows belongs to this subset:

$$\mathbf{C} \in \mathcal{C} \iff \forall i : \mathbf{C}(i) \in \mathcal{C}_0.$$  \hfill (3.17)

Further, we assume $\mathcal{C}_0$ forms a convex cone i.e $\mathbf{c}, \mathbf{c}' \in \mathcal{C}_0$ implies $t\mathbf{c} + t'\mathbf{c}' \in \mathcal{C}_0$ for any non-negative $t, t'$. This also implies that $\mathcal{C}$ is a convex cone. This is a very natural restriction, and is satisfied by the space $\mathbf{C}$ used by the weak learning conditions of AdaBoost.MH, AdaBoost.M1, AdaBoost.MR, SAMME as well as every edge-over-random condition.

\footnote{All our results hold under the weaker restriction on the space $\mathcal{C}$, where the set of possible cost vectors $\mathcal{C}_0$ for a row $i$ could depend on $i$. For simplicity of exposition, we stick to the more restrictive assumption that $\mathcal{C}_0$ is common across all rows.}

For simplicity of presentation we fix the weights $\alpha_t = 1$ in each round. With $\mathbf{f}_T$ defined as in (3.1), whether the final hypotheses output by Booster makes a prediction error on an example $i$ is decided by whether an incorrect label received the maximum number of votes, $f_T(i, 1) \leq \max_{l=2}^k f_T(i, l)$. Therefore, the optimum Booster payoff can be written as

$$\min_{\mathbf{C}_T \in \mathcal{C}} \max_{h_T \in \mathcal{H}^{\text{all}}} \left[ \frac{1}{m} \sum_{i=1}^m L^{\text{err}}(f_T(x_i, 1), \ldots, f_T(x_i, k)) \right].$$  \hfill (3.18)

where the function $L^{\text{err}} : \mathbb{R}^k \to \mathbb{R}$ encodes 0-1 error

$$L^{\text{err}}(\mathbf{s}) = 1 \left[ s(1) \leq \max_{l \geq 2} s(l) \right].$$  \hfill (3.19)
In general, we will also consider other loss functions $L : \mathbb{R}^k \to \mathbb{R}$ such as exponential loss, hinge loss, etc. that upper-bound error and are proper: i.e. $L(s)$ is increasing in the weight of the correct label $s(1)$, and decreasing in the weights of the incorrect labels $s(l), l \neq 1$.

Directly analyzing the optimal payoff is hard. However, [44] observed that the payoffs can be very well approximated by certain potential functions. Indeed, for any $b \in \mathbb{R}^k$ define the potential function $\phi^b_t : \mathbb{R}^k \to \mathbb{R}$ by the following recurrence:

$$
\begin{align*}
\phi^b_0 &= L \\
\phi^b_t(s) &= \min_{c \in C_0} \max_{p \in \Delta(1, \ldots, k)} \mathbb{E}_{l \sim p} [\phi^b_{t-1}(s + e_l)] \\
&\quad \text{s.t. } \mathbb{E}_{l \sim p}[c(l)] \leq \langle b, c \rangle,
\end{align*}
$$

(3.20)

where $l \sim p$ denotes that label $l$ is sampled from the distribution $p$, and $e_l \in \mathbb{R}^k$ is the unit-vector whose $l$th coordinate is 1 and the remaining coordinates zero. Notice the recurrence uses the collection of rows $C_0$ instead of the collection of cost matrices $C$. When there are $T - t$ rounds remaining (that is, after $t$ rounds of boosting), these potential functions compute an estimate $\phi^b_{T-t}(s_t)$ of whether an example $x$ will be misclassified, based on its current state $s_t$ consisting of counts of votes received so far on various classes:

$$
s_t(l) = \sum_{t' = 1}^{t-1} 1[h_{t'}(x) = l].
$$

(3.21)

Notice this definition of state assumes that $\alpha_t = 1$ in each round. Sometimes, we will choose the weights differently. In such cases, a more appropriate definition is the weighted state $f_t \in \mathbb{R}^k$, tracking the weighted counts of votes received so far:

$$
f_t(l) = \sum_{t' = 1}^{t-1} \alpha_t 1[h_{t'}(x) = l].
$$

(3.22)
However, unless otherwise noted, we will assume $\alpha_t = 1$, and so the definition in \eqref{eq:alpha_t} will suffice.

The recurrence in \eqref{eq:recurrence} requires the max player’s response $p$ to satisfy the constraint that the expected cost under the distribution $p$ is at most the inner-product $\langle c, b \rangle$. If there is no distribution satisfying this requirement, then the value of the max expression is $-\infty$. The existence of a valid distribution depends on both $b$ and $c$ and is captured by the following:

$$
\exists p \in \Delta \{1, \ldots, k\} : \mathbb{E}_{l \sim p} [c(l)] \leq \langle c, b \rangle \iff \min_l c(l) \leq \langle b, c \rangle.
$$

\text{(3.23)}

In this chapter, the vector $b$ will always correspond to some row $B(i)$ of the baseline used in the weak learning condition. In such a situation, the next lemma shows that a distribution satisfying the required constraints will always exist.

**Lemma 3.7.** If $C_0$ is a cone and \eqref{eq:condition} holds, then for any row $b = B(i)$ of the baseline and any cost vector $c \in C_0$, \eqref{eq:condition} holds unless the condition $(C, B)$ is vacuous.

**Proof.** We show that if \eqref{eq:condition} does not hold, then the condition is vacuous. Assume that for row $b = B(i_0)$ of the baseline, and some choice of cost vector $c \in C_0$, \eqref{eq:condition} does not hold. We pick a cost-matrix $C \in C$, such that no weak classifier $h$ can satisfy the requirement \eqref{eq:condition}, implying the condition must be vacuous. The $i_0$th row of the cost matrix is $c$, and the remaining rows are 0. Since $C_0$ is a cone, 0 $\in C_0$ and hence the cost matrix lies in $C$. With this choice for $C$, the condition \eqref{eq:condition} becomes

$$
c(h(x_i)) = C(i, h(x_i)) \leq \langle C(i), B(i) \rangle = \langle c, b \rangle < \min_l c(l),
$$

where the last inequality holds since, by assumption, \eqref{eq:condition} is not true for this choice of $c, b$. The previous equation is an impossibility, and hence no such weak classifier $h$ exists, showing the condition is vacuous.
Lemma 3.7 shows that the expression in (3.20) is well defined, and takes on finite values. We next record an alternate dual form for the same recurrence which will be useful later.

**Lemma 3.8.** The recurrence in (3.20) is equivalent to

\[
\phi^b_t(s) = \min_{c \in C_0} \max_{l=1}^k \left\{ \phi^b_{t-1}(s + e_l) - (c(l) - \langle c, b \rangle) \right\}.
\]  

(3.24)

**Proof.** Using Lagrangean multipliers, we may convert (3.20) to an unconstrained expression as follows:

\[
\phi^b_t(s) = \min_{c \in C_0} \max_{p \in \Delta \{1, \ldots, k\}} \min_{\lambda \geq 0} \left\{ E_{l \sim p} \left[ \phi^b_{t-1}(s + e_l) \right] - \lambda \left( E_{l \sim p} [c(l)] - \langle c, b \rangle \right) \right\}.
\]

Applying Theorem 3.1 to the inner min-max expression we get

\[
\phi^b_t(s) = \min_{c \in C_0} \min_{\lambda \geq 0} \max_{p \in \Delta \{1, \ldots, k\}} \left\{ E_{l \sim p} \left[ \phi^b_{t-1}(s + e_l) \right] - \lambda E_{l \sim p} [c(l)] - \langle \lambda c, b \rangle \right\}.
\]

Since \( C_0 \) is a cone, \( c \in C_0 \) implies \( \lambda c \in C_0 \). Therefore we may absorb the Lagrange multiplier into the cost vector:

\[
\phi^b_t(s) = \min_{c \in C_0} \max_{p \in \Delta \{1, \ldots, k\}} \left\{ E_{l \sim p} \left[ \phi^b_{t-1}(s + e_l) \right] - (E_{l \sim p} [c(l)] - \langle c, b \rangle) \right\}.
\]

For a fixed choice of \( c \), the expectation is maximized when the distribution \( p \) is concentrated on a single label that maximizes the inner expression, which completes our proof. \( \square \)

The dual form of the recurrence is useful for optimally choosing the cost matrix in each round. When the weak learning condition being used is \((C, B)\), [41] proposed a Booster strategy, called the OS strategy, which always chooses the weight \( \alpha_t = 1 \), and uses the potential functions to construct a cost matrix \( C_t \) as follows. Each row
\( C_t(i) \) of the matrix achieves the minimum of the right hand side of (3.24) with \( b \) replaced by \( B(i) \), \( t \) replaced by \( T - t \), and \( s \) replaced by current state \( s_t(i) \):

\[
C_t(i) = \arg\min_{c \in C_0} \max_{l=1}^{k} \left\{ \phi^{B(i)}_{T-t-1} (s + e_l) - (c(l) - \langle c, B(i) \rangle) \right\}.
\] (3.25)

The following theorem, proved in the appendix, provides a guarantee for the loss suffered by the OS algorithm, and also shows that it is the game-theoretically optimum strategy when the number of examples is large. Similar results have been proved by Schapire [44], but our theorem holds much more generally, and also achieves tighter lower bounds.

**Theorem 3.9** (Extension of results in [44]). Suppose the weak-learning condition is not vacuous and is given by \((C, B)\), where \( C \) is such that, for some convex cone \( C_0 \subseteq \mathbb{R}^k \), the condition (3.17) holds. Let the potential functions \( \phi_t^{B} \) be defined as in (3.20), and assume the Booster employs the OS algorithm, choosing \( \alpha_t = 1 \) and \( C_t \) as in (3.25) in each round \( t \). Then the average potential of the states,

\[
\frac{1}{m} \sum_{i=1}^{m} \phi^{B(i)}_{T-t} (s_t(i)),
\]

never increases in any round. In particular, the loss suffered after \( T \) rounds of play is at most

\[
\frac{1}{m} \sum_{i=1}^{m} \phi^{B(i)}_{T} (0).
\] (3.26)

Further, under certain conditions, this bound is nearly tight. In particular, assume the loss function does not vary too much but satisfies

\[
\sup_{s, s' \in S_T} |L(s) - L(s')| \leq \varphi(L, T),
\] (3.27)

where \( S_T \), a subset of \( \{ s \in \mathbb{R}^k : \|s\|_{\infty} \leq T \} \), is the set of all states reachable in \( T \) iterations, and \( \varphi(L, T) \) is an upper bound on the discrepancy of losses between any
two reachable states when the loss function is $L$ and the total number of iterations is $T$. Then, for any $\varepsilon > 0$, when the number of examples $m$ is sufficiently large,

$$m \geq \frac{T \phi(L, T)}{\varepsilon}, \quad (3.28)$$

no Booster strategy can guarantee to achieve in $T$ rounds a loss that is $\varepsilon$ less than the bound $(3.26)$.

In order to implement the near optimal OS strategy, we need to solve $(3.25)$. This is computationally only as hard as evaluating the potentials, which in turn reduces to computing the recurrences in $(3.20)$. In the next few sections, we study how to do this when using various losses and weak learning conditions.

### 3.6 Solving for any fixed edge-over-random condition

In this section we show how to implement the OS strategy when the weak learning condition is any fixed edge-over-random condition: $(\mathcal{C}, B)$ for some $B \in \mathcal{B}_{\text{eor}}^\gamma$. By our previous discussions, this is equivalent to computing the potential $\phi_b^b$ by solving the recurrence in $(3.20)$, where the vector $b$ corresponds to some row of the baseline $B$. Let $\Delta_k^\gamma \subseteq \Delta \{1, \ldots, k\}$ denote the set of all edge-over-random distributions on $\{1, \ldots, k\}$ with $\gamma$ more weight on the first coordinate:

$$\Delta_k^\gamma = \{b \in \Delta \{1, \ldots, k\} : b(1) - \gamma = \max \{b(2), \ldots, b(k)\}\}. \quad (3.29)$$

Note, that $\mathcal{B}_{\text{eor}}^\gamma$ consists of all matrices whose rows belong to the set $\Delta_k^\gamma$. Therefore we are interested in computing $\phi^b$, where $b$ is an arbitrary edge-over-random distribution:
\( b \in \Delta_k^L \). We begin by simplifying the recurrence (3.20) satisfied by such potentials, and show how to compute the optimal cost matrix in terms of the potentials.

**Lemma 3.10.** Assume \( L \) is proper, and \( b \in \Delta_k^L \) is an edge-over-random distribution. Then the recurrence (3.20) may be simplified as

\[
\phi^b_t(s) = \mathbb{E}_{l \sim b}[\phi_{t-1}(s + e_l)].
\]

Further, if the cost matrix \( C_t \) is chosen as follows

\[
C_t(i, l) = \phi^b_{t-1}(s_t(i) + e_l),
\]

then \( C_t \) satisfies the condition in (3.25), and hence is the optimal choice.

**Proof.** Let \( C^\text{cor}_0 \subseteq \mathbb{R}^k \) denote all vectors \( c \) satisfying \( \forall l : c(1) \leq c(l) \). Then, we have

\[
\phi^b_t(s) = \min_{c \in C^\text{cor}_0} \max_{p \in \Delta^L_{1, \ldots, k}} \mathbb{E}_{l \sim p}[\phi^b_{t-1}(s + e_l)]
\]

subject to \( \mathbb{E}_{l \sim p}[c(l)] \leq \mathbb{E}_{l \sim b}[c(l)] \). (by (3.20))

\[
= \min_{c \in C^\text{cor}_0} \min_{\lambda \geq 0} \min_{p \in \Delta} \{ \mathbb{E}_{l \sim p}[\phi^b_{t-1}(s + e_l)] + \lambda (\mathbb{E}_{l \sim p}[c(l)] - \mathbb{E}_{l \sim b}[c(l)]) \} \quad \text{(Lagrangean)}
\]

\[
= \min_{c \in C^\text{cor}_0} \min_{\lambda \geq 0} \max_{l \geq 0} \mathbb{E}_{l \sim p}[\phi^b_{t-1}(s + e_l)] + \lambda \langle b - p, c \rangle \quad \text{(Theorem 3.1)}
\]

\[
= \max_{l \in \Delta} \min_{c \in C^\text{cor}_0} \mathbb{E}_{l \sim p}[\phi^b_{t-1}(s + e_l)] + \langle b - p, c \rangle \quad \text{(absorb } \lambda \text{ into } c)\]

\[
= \max_{l \in \Delta} \min_{c \in C^\text{cor}_0} \mathbb{E}_{l \sim p}[\phi^b_{t-1}(s + e_l)] + \langle b - p, c \rangle \quad \text{(Theorem 3.1)}.
\]

Unless \( b(1) - p(1) \leq 0 \) and \( b(l) - p(l) \geq 0 \) for each \( l > 1 \), the quantity \( \langle b - p, c \rangle \) can be made arbitrarily small for appropriate choices of \( c \in C^\text{cor}_0 \). The max-player is
therefore forced to constrain its choices of \( p \), and the above expression becomes

\[
\max_{p \in \Delta} \mathbb{E}_{t \sim p} \left[ \phi_{t-1}^b (s + e_t) \right] \\
\text{s.t. } b(l) - q(l) \begin{cases} 
\geq 0 & \text{if } l = 1, \\
\leq 0 & \text{if } l > 1.
\end{cases}
\]

Lemma 6 of [44] states that if \( L \) is proper (as defined here), so is \( \phi_t^b \); the same result can be extended to our drifting games. This implies the optimal choice of \( p \) in the above expression is in fact the distribution that puts as small weight as possible in the first coordinate, namely \( b \). Therefore the optimum choice of \( p \) is \( b \), and the potential is the same as in (3.30).

We end the proof by showing that the choice of cost matrix in (3.31) is optimum. Theorem 3.9 states that a cost matrix \( C_t \) is the optimum choice if it satisfies (3.25), that is, if the expression

\[
\max_{i=1}^{k} \left\{ \phi_{T - t - 1}^{B(i)} (s + e_t) - (C_t(i, l) - \langle C_t(i), B(i) \rangle) \right\} 
\tag{3.32}
\]

is equal to

\[
\min_{c \in C_0} \max_{i=1}^{k} \left\{ \phi_{T - t - 1}^{B(i)} (s + e_t) - (c(l) - \langle c, B(i) \rangle) \right\} = \phi_{T - t}^{B(i)} (s),
\tag{3.33}
\]
where the equality in (3.33) follows from (3.24). If $C_t(i)$ is chosen as in (3.31), then, for any label $l$, the expression within $\max$ in (3.32) evaluates to

$$
\phi^{B(i)}_{T-t-1}(s + e_l) = \left( \phi^{B(i)}_{T-t-1}(s + e_l) - \langle C_t(i), B(i) \rangle \right)
$$

$$
= \langle B(i), C_t(i) \rangle
$$

$$
= \mathbb{E}_{l \sim B(i)}[C_t(i, l)]
$$

$$
= \mathbb{E}_{l \sim B(i)}[\phi^{B(i)}_{T-t-1}(s + e_l)]
$$

$$
= \phi^{B(i)}_{T-t}(s),
$$

where the last equality follows from (3.30). Therefore the max expression in (3.32) is also equal to $\phi^{B(i)}_{T-t}(s)$, which is what we needed to show.

Eq. (3.31) in Lemma 3.10 implies the cost matrix chosen by the OS strategy can be expressed in terms of the potentials, which is the only thing left to calculate. Fortunately, the simplification (3.30) of the drifting games recurrence, allows the potentials to be solved completely in terms of a random-walk $R_t^b(x)$. This random variable denotes the position of a particle after $t$ time steps, that starts at location $x \in \mathbb{R}^k$, and in each step moves in direction $e_l$ with probability $b(l)$.

**Corollary 3.11.** The recurrence in (3.30) can be solved as follows:

$$
\phi^b_t(s) = \mathbb{E} \left[ L \left( R^b_t(s) \right) \right].
$$

**Proof.** Inductively assuming $\phi^b_{t-1}(x) = \mathbb{E} \left[ L(R^b_{t-1}(x)) \right]$,

$$
\phi_t(s) = \mathbb{E}_{l \sim b} \left[ L(R_t^{l-1}(s) + e_l) \right] = \mathbb{E} \left[ L(R^b_t(s)) \right].
$$

The last equality follows by observing that the random position $R^b_{t-1}(s) + e_l$ is distributed as $R^b_t(s)$ when $l$ is sampled from $b$. 
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Lemma 3.10 and Corollary 3.11 together imply:

**Theorem 3.12.** Assume \( L \) is proper and \( b \in \Delta^k \) is an edge-over-random distribution. Then the potential \( \phi^b_t \), defined by the recurrence in (3.20), has the solution given in (3.34) in terms of random walks.

Before we can compute (3.34), we need to choose a loss function \( L \). We next consider two options for the loss — the non-convex 0-1 error, and exponential loss.

**Exponential Loss.** The exponential loss serves as a smooth convex proxy for discontinuous non-convex 0-1 error (3.19) that we would ultimately like to bound, and is given by

\[
L_{\eta}^{\text{exp}}(s) = \sum_{l=2}^{k} e^{\eta(s_l-s_1)}. \tag{3.35}
\]

The parameter \( \eta \) can be thought of as the weight in each round, that is, \( \alpha_t = \eta \) in each round. Then notice that the weighted state \( f_t \) of the examples, defined in (3.22), is related to the unweighted states \( s_t \) as \( f_t(l) = \eta s_t(l) \). Therefore the exponential loss function in (3.35) directly measures the loss of the weighted state as

\[
L_{\eta}^{\text{exp}}(f_t) = \sum_{l=2}^{k} e^{f_t(l)-f_t(1)}. \tag{3.36}
\]

Because of this correspondence, the optimal strategy with the loss function \( L_{\eta}^{\text{exp}} \) and \( \alpha_t = \eta \) is the same as that using loss \( L_{\eta}^{\text{exp}} \) and \( \alpha_t = 1 \). We study the latter setting so that we may use the results derived earlier. With the choice of the exponential loss \( L_{\eta}^{\text{exp}} \), the potentials are easily computed, and in fact have a closed form solution.

**Theorem 3.13.** If \( L_{\eta}^{\text{exp}} \) is as in (3.35), where \( \eta \) is non-negative, then the solution in Theorem 3.12 evaluates to \( \phi^b_t(s) = \sum_{l=2}^{k} (a_t)^l e^{\eta(s_l-s_1)} \), where \( a_t = 1 - (b_1 + b_l) + e^{\eta} b_l + e^{-\eta} b_1 \).

The proof by induction is straightforward. By tuning the weight \( \eta \), each \( a_t \) can be always made less than 1. This ensures the exponential loss decays exponentially.
with rounds. In particular, when $B = U^\gamma$ (so that the condition is $(C^\text{cor}, U^\gamma)$), the relevant potential $\phi_t(s)$ or $\phi_t(f)$ is given by

$$
\phi_t(s) = \phi_t(f) = \kappa(\gamma, \eta)^t \sum_{l=2}^{k} e^{\eta(s_l-s_1)} = \kappa(\gamma, \eta)^t \sum_{l=2}^{k} e^{f_l-f_1} \quad (3.37)
$$

where

$$
\kappa(\gamma, \eta) = 1 + \frac{(1-\gamma)}{k} \left(e^\eta + e^{-\eta} - 2\right) - \left(1 - e^{-\eta}\right)\gamma. \quad (3.38)
$$

The cost-matrix output by the OS algorithm can be simplified by rescaling, or adding the same number to each coordinate of a cost vector, without affecting the constraints it imposes on a weak classifier, to the following form

$$
C(i, l) = \begin{cases} 
(e^\eta - 1) e^{\eta(s_l-s_1)} & \text{if } l > 1, \\
(e^{-\eta} - 1) \sum_{l=2}^{k} e^{\eta(s_l-s_1)} & \text{if } l = 1.
\end{cases} \quad (3.39)
$$

Using the correspondence between unweighted and weighted states, the above may also be rewritten as:

$$
C(i, l) = \begin{cases} 
(e^\eta - 1) e^{f_l-f_1} & \text{if } l > 1, \\
(e^{-\eta} - 1) \sum_{l=2}^{k} e^{f_l-f_1} & \text{if } l = 1.
\end{cases}
$$

With such a choice, Theorem 3.9 and the form of the potential guarantee that the average loss

$$
\frac{1}{m} \sum_{i=1}^{m} L^\text{exp}(s_t(i)) = \frac{1}{m} \sum_{i=1}^{m} L^\text{exp}(f_t(i)) \quad (3.40)
$$

of the states changes by a factor of at most $\kappa(\gamma, \eta)$ every round. Therefore the final loss, which upper bounds the error, i.e., the fraction of misclassified training examples, is at most $(k-1)\kappa(\gamma, \eta)^T$. Since this upper bound holds for any value of $\eta$, we may
tune it to optimize the bound. Setting $\eta = \ln (1 + \gamma)$, the error can be upper bounded by $(k - 1)e^{-T\gamma^2/2}$.

**Zero-one Loss.** There is no simple closed form solution for the potential when using the zero-one loss $L^{err}$ \eqref{eq:err_loss}. However, we may compute the potentials efficiently as follows. To compute $\phi^b_t(s)$, we need to find the probability that a random walk (making steps according to $b$) of length $t$ in $\mathbb{Z}^k$, starting at $s$ will end up in a region where the loss function is 1. Any such random walk will consist of $x_l$ steps in direction $e_l$ where the non-negative $\sum l x_l = t$. The probability of each such path is $\prod b^{x_l}_l$. Further, there are exactly $\binom{t}{x_1, \ldots, x_k}$ such paths. Starting at state $s$, such a path will lead to a correct answer only if $s_1 + x_1 > s_l + x_l$ for each $l > 1$. Hence we may write the potential $\phi^b_t(s)$ as

$$
\phi^b_t(s) = 1 - \sum_{x_1, \ldots, x_k} \binom{t}{x_1, \ldots, x_k} \prod b^{x_l}_l \\
\text{s.t. } x_1 + \ldots + x_k = t \\
\forall l : x_l \geq 0 \\
\forall l : x_l + s_l \leq x_1 + s_1.
$$

Since the $x_l$’s are restricted to be integers, this problem is presumably hard. In particular, the only algorithms known to the authors that take time logarithmic in $t$ is also exponential in $k$. However, by using dynamic programming, we can compute the summation in time polynomial in $|s_l|$, $t$ and $k$. In fact, the run time is always $O(t^3k)$, and at least $\Omega(tk)$.

The bounds on error we achieve, although not in closed form, are much tighter than those obtainable using exponential loss. The exponential loss analysis yields an error upper bound of $(k - 1)e^{-T\gamma^2/2}$. Using a different initial distribution, Schapire and Singer \cite{SchapireSinger2002} achieve the slightly better bound $\sqrt{(k - 1)e^{-T\gamma^2/2}}$. However, when
the edge $\gamma$ is small and the number of rounds are few, each bound is greater than 1 and hence trivial. On the other hand, the bounds computed by the above dynamic program are sensible for all values of $k$, $\gamma$ and $T$. When $b$ is the $\gamma$-biased uniform distribution $b = (\frac{1-\gamma}{k} + \gamma, \frac{1-\gamma}{k}, \frac{1-\gamma}{k}, \ldots, \frac{1-\gamma}{k})$ a table containing the error upper bound $\phi^b_T(0)$ for $k = 6$, $\gamma = 0$ and small values for the number of rounds $T$ is shown in Figure 3.2(a) note that with the exponential loss, the bound is always 1 if the edge $\gamma$ is 0. Further, the bounds due to the exponential loss analyses seem to imply that the dependence of the error on the number of labels is monotonic. However, a plot of the tighter bounds with edge $\gamma = 0.1$, number of rounds $T = 10$ against various values of $k$, shown in Figure 3.2(b) indicates that the true dependence is more complicated. Therefore the tighter analysis also provides qualitative insights not obtainable via the exponential loss bound.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$\phi^b_T(0)$</th>
<th>$T$</th>
<th>$\phi^b_T(0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00</td>
<td>6</td>
<td>0.90</td>
</tr>
<tr>
<td>1</td>
<td>0.83</td>
<td>7</td>
<td>0.91</td>
</tr>
<tr>
<td>2</td>
<td>0.97</td>
<td>8</td>
<td>0.90</td>
</tr>
<tr>
<td>3</td>
<td>0.93</td>
<td>9</td>
<td>0.89</td>
</tr>
<tr>
<td>4</td>
<td>0.89</td>
<td>10</td>
<td>0.89</td>
</tr>
</tbody>
</table>

(a)

(b)

Figure 3.2: Plot of potential value $\phi^b_T(0)$ where $b$ is the $\gamma$-biased uniform distribution: $b = (\frac{1-\gamma}{k} + \gamma, \frac{1-\gamma}{k}, \frac{1-\gamma}{k}, \ldots, \frac{1-\gamma}{k})$. (a) Potential values (rounded to two decimal places) for different number of rounds $T$ using $\gamma = 0$ and $k = 6$. These are bounds on the error, and less than 1 even when the edge and number of rounds are small. (b) Potential values for different number of classes $k$, with $\gamma = 0.1$, and $T = 10$. These are tight estimates for the optimal error, and yet not monotonic in the number of classes.
3.7 Solving for the minimal weak learning condition

In the previous section we saw how to find the optimal boosting strategy when using any fixed edge-over-random condition. However as we have seen before, these conditions can be stronger than necessary, and therefore lead to boosting algorithms that require additional assumptions. Here we show how to compute the optimal algorithm while using the weakest weak learning condition, provided by (3.16), or equivalently the condition used by AdaBoost.MR, \((C^\text{MR}, B^\gamma_\text{MR})\). Since there are two possible formulations for the minimal condition, it is not immediately clear which to use to compute the optimal boosting strategy. To resolve this, we first show that the optimal boosting strategy based on any formulation of a necessary and sufficient weak learning condition is the same. Having resolved this ambiguity, we show how to compute this strategy for the exponential loss and 0-1 error using the first formulation.

3.7.1 Game-theoretic equivalence of necessary and sufficient weak-learning conditions

In this section we study the effect of the weak learning condition on the game-theoretically optimal boosting strategy. We introduce the notion of game-theoretic equivalence between two weak learning conditions, that determines if the payoffs (3.18) of the optimal boosting strategies based on the two conditions are identical. This is different from the usual notion of equivalence between two conditions, which holds if any weak classifier space satisfies both conditions or neither condition. In fact we prove that game-theoretic equivalence is a broader notion; in other words, equivalence implies game-theoretic equivalence. A special case of this general result is that any two weak learning conditions that are necessary and sufficient, and hence equivalent to boostability, are also game-theoretically equivalent. In particular, so
are the conditions of AdaBoost.MR and (3.16), and the resulting optimal Booster strategies enjoy equally good payoffs. We conclude that in order to derive the optimal boosting strategy that uses the minimal weak-learning condition, it is sound to use either of these two formulations.

The purpose of a weak learning condition \((C, B)\) is to impose restrictions on the Weak-Learner’s responses in each round. These restrictions are captured by subsets of the weak classifier space as follows. If Booster chooses cost-matrix \(C \in \mathcal{C}\) in a round, the Weak-Learner’s response \(h\) is restricted to the subset \(S_C \subseteq \mathcal{H}^{\text{all}}\) defined as

\[
S_C = \{ h \in \mathcal{H}^{\text{all}} : C \cdot 1_h \leq C \cdot B \}.
\]

Thus, a weak learning condition is essentially a family of subsets of the weak classifier space. Further, smaller subsets mean fewer options for Weak-Learner, and hence better payoffs for the optimal boosting strategy. Based on this idea, we may define when a weak learning condition \((C_1, B_1)\) is game-theoretically stronger than another condition \((C_2, B_2)\) if the following holds: For every subset \(S_{C_2}\) in the second condition (that is \(C_2 \in \mathcal{C}_2\)), there is a subset \(S_{C_1}\) in the first condition (that is \(C_1 \in \mathcal{C}_1\)), such that \(S_{C_1} \subseteq S_{C_2}\). Mathematically, this may be written as follows:

\[
\forall C_1 \in \mathcal{C}_1, \exists C_2 \in \mathcal{C}_2 : S_{C_1} \subseteq S_{C_2}.
\]

Intuitively, a game theoretically stronger condition will allow Booster to place similar or stricter restrictions on Weak-Learner in each round. Therefore, the optimal Booster payoff using a game-theoretically stronger condition is at least equally good, if not better. It therefore follows that if two conditions are both game-theoretically stronger than each other, the corresponding Booster payoffs must be equal, that is they must be game-theoretically equivalent.
Note that game-theoretic equivalence of two conditions does not mean that they
are identical as families of subsets, for we may arbitrarily add large and “useless”
subsets to the two conditions without affecting the Booster payoffs, since these subsets
will never be used by an optimal Booster strategy. In fact we next show that game-
theoretic equivalence is a broader notion than just equivalence.

**Theorem 3.14.** Suppose $(C_1, B_1)$ and $(C_2, B_2)$ are two equivalent weak learning con-
ditions, that is, every space $H$ satisfies both or neither condition. Then each condition
is game-theoretically stronger than the other, and hence game-theoretically equivalent.

**Proof.** We argue by contradiction. Assume that despite equivalence, the first condi-
tion (without loss of generality) includes a particularly hard subset $S \subseteq H$, $C_1 \in C_1$ which is not smaller than any subset in the second condition. In particular, for
every subset $S \subseteq C_2, C_2 \in C_2$ in the second condition is satisfied by some weak classifier
$h_{C_2}$ not satisfying the hard subset in the first condition: $h_{C_2} \not\in S \setminus S_{C_1}$. Therefore,
the space
$$H = \{h_{C_2} : C_2 \in C_2\},$$
formed by just these classifiers satisfies the second condition, but has an empty inter-
section with $S_{C_1}$. In other words, $H$ satisfies the second but not the first condition,
a contradiction to their equivalence. \qed

An immediate corollary is the game theoretic equivalence of necessary and equiv-
alent conditions.

**Corollary 3.15.** Any two necessary and sufficient weak learning conditions are game-
theoretically equivalent. In particular the optimum Booster strategies based on Ad-
aBoost.MR’s condition $(C^{MR}, B^{MR})$ and $(3.16)$ have equal payoffs.

Therefore, in deriving the optimal Booster strategy, it is sound to work with
either AdaBoost.MR’s condition or $(3.16)$. In the next section, we actually compute
the optimal strategy using the latter formulation.
3.7.2 Optimal strategy with the minimal conditions

In this section we compute the optimal Booster strategy that uses the minimum weak learning condition provided in (3.16). We choose this instead of AdaBoost.MR’s condition because this description is more closely related to the edge-over-random conditions, and the resulting algorithm has a close relationship to the ones derived for fixed edge-over-random conditions, and therefore more insightful. However, this formulation does not state the condition as a single pair \((C, B)\), and therefore we cannot directly use the result of Theorem 3.9. Instead, we define new potentials and a modified OS strategy that is still nearly optimal, and this constitutes the first part of this section. In the second part, we show how to compute these new potentials and the resulting OS strategy.

Modified potentials and OS strategy

The condition in (3.16) is not stated as a single pair \((C^\text{eor}, B)\), but uses all possible edge-over-random baselines \(B \in B^\text{eor}_\gamma\). Therefore, we modify the definitions (3.20) of the potentials accordingly to extract an optimal Booster strategy. Recall that \(\Delta^k_\gamma\) is defined in (3.29) as the set of all edge-over-random distributions which constitute the rows of edge-over-random baselines \(B \in B^\text{eor}_\gamma\). Using these, define new potentials \(\phi_t(s)\) as follows:

\[
\phi_t(s) = \min_{c \in C_0^\text{eor}} \max_{b \in \Delta^k_\gamma} \max_{p \in \Delta \{1, \ldots, k\}} \mathbb{E}_{l \sim p} \left[ \phi_{t-1}(s + e_l) \right] \quad \text{s.t.} \quad \mathbb{E}_{l \sim p} [c(l)] \leq \langle b, c \rangle.
\]

(3.41)

The main difference between (3.41) and (3.20) is that while the older potentials were defined using a fixed vector \(b\) corresponding to some row in the fixed baseline \(B\), the new definition takes the maximum over all possible rows \(b \in \Delta^k_\gamma\) that an edge-over-random baseline \(B \in B^\text{eor}_\gamma\) may have. As before, we may write the recurrence in
in its dual form
\[
\phi_t(s) = \min_{c \in C_0} \max_{b \in \Delta_k} \max_{l=1}^k \{\phi_{t-1}(s + e_l) - (c(l) - \langle c, b \rangle)\}. \quad (3.42)
\]

The proof is very similar to that of Lemma 3.8 and is omitted. We may now define a new OS strategy that chooses a cost-matrix in round \(t\) analogously:

\[
C_t(i) \in \arg\min_{c \in C_0} \max_{b \in \Delta_k} \max_{l=1}^k \{\phi_{t-1}(s + e_l) - (c(l) - \langle c, b \rangle)\}. \quad (3.43)
\]

where recall that \(s_t(i)\) denotes the state vector (defined in (3.21)) of example \(i\). With this strategy, we can show an optimality result very similar to Theorem 3.9.

**Theorem 3.16.** Suppose the weak-learning condition is given by (3.16). Let the potential functions \(\phi^b_t\) be defined as in (3.41), and assume the Booster employs the modified OS strategy, choosing \(\alpha_t = 1\) and \(C_t\) as in (3.43) in each round \(t\). Then the average potential of the states,

\[
\frac{1}{m} \sum_{i=1}^m \phi_{T-t}(s_t(i)),
\]

never increases in any round. In particular, the loss suffered after \(T\) rounds of play is at most \(\phi_T(0)\).

Further, for any \(\varepsilon > 0\), when the loss function satisfies (3.27) and the number of examples \(m\) is as large as in (3.28), no Booster strategy can guarantee to achieve less than \(\phi_T(0) - \varepsilon\) loss in \(T\) rounds.

The proof is very similar to that of Theorem 3.9 and is omitted.

**Computing the new potentials.**

Here we show how to compute the new potentials. The resulting algorithms will require exponential time, and we provide some empirical evidence showing that this
might be necessary. Finally, we show how to carry out the computations efficiently in certain special situations.

**An exponential time algorithm.** Here we show how the potentials may be computed as the expected loss of some random walk, just as we did for the potentials arising with fixed edge-over-random conditions. The main difference is there will be several random walks to choose from.

We first begin by simplifying the recurrence (3.41), and expressing the optimal cost matrix in (3.43) in terms of the potentials, just as we did in Lemma 3.10 for the case of fixed edge-over-random conditions.

**Lemma 3.17.** Assume $L$ is proper. Then the recurrence (3.41) may be simplified as

$$
\phi_t(s) = \max_{b \in \Delta_k^\gamma} E_{l \sim b} [\phi_{t-1}(s + e_l)].
$$

Further, if the cost matrix $C_t$ is chosen as follows:

$$
C_t(i, l) = \phi_{T-t-1}(s_t(i) + e_l),
$$

then $C_t$ satisfies the condition in (3.43).

The proof is very similar to that of Lemma 3.10 and is omitted. Eq. (3.45) implies that, as before, computing the optimal Booster strategy reduces to computing the new potentials. One computational difficulty created by the new definitions (3.41) or (3.44) is that they require infinitely many possible distributions $b \in \Delta_k^\gamma$ to be considered. We show that we may in fact restrict our attention to only finitely many of such distributions described next.
At any state $s$ and number of remaining iterations $t$, let $\pi$ be a permutation of the coordinates $\{2, \ldots, k\}$ that sorts the potential values:

$$\phi_{t-1}(s + e_{\pi(k)}) \geq \phi_{t-1}(s + e_{\pi(k-1)}) \geq \ldots \geq \phi_{t-1}(s + e_{\pi(2)}). \quad (3.46)$$

For any permutation $\pi$ of the coordinates $\{2, \ldots, k\}$, let $b_{a}^{\pi}$ denote the $\gamma$-biased uniform distribution on the $a$ coordinates $\{1, \pi_k, \pi_{k-1}, \ldots, \pi_{k-a+2}\}$:

$$b_{a}^{\pi}(l) = \begin{cases} 
\frac{1-\gamma}{a} + \gamma & \text{if } l = 1 \\
\frac{1-\gamma}{a} & \text{if } l \in \{\pi_k, \ldots, \pi_{k-a+2}\} \\
0 & \text{otherwise.}
\end{cases} \quad (3.47)$$

Then, the next lemma shows that we may restrict our attention to only the distributions $\{b_{2}^{\pi}, \ldots, b_{k}^{\pi}\}$ when evaluating the recurrence in (3.44).

**Lemma 3.18.** Fix a state $s$ and remaining rounds of boosting $t$. Let $\pi$ be a permutation of the coordinates $\{2, \ldots, k\}$ satisfying (3.46), and define $b_{a}^{\pi}$ as in (3.47). Then the recurrence (3.44) may be simplified as follows:

$$\phi_{t}(s) = \max_{b \in \Delta_{k}^{\pi}} \mathbb{E}_{l \sim b} [\phi_{t-1}(s + e_{l})] = \max_{2 \leq a \leq k} \mathbb{E}_{l \sim b_{a}^{\pi}} [\phi_{t-1}(s + e_{l})]. \quad (3.48)$$

**Proof.** Assume (by relabeling the coordinates if necessary) that $\pi$ is the identity permutation, that is, $\pi(2) = 2, \ldots, \pi(k) = k$. Observe that the right hand side of (3.44) is at least as much the right hand side of (3.48) since the former considers more distributions. We complete the proof by showing that the former is also at most the latter.
By (3.44), we may assume that some optimal \( b \) satisfies

\[
\begin{align*}
  b(k) = \cdots = b(k - a + 2) &= b(1) - \gamma, \\
  b(k - a + 1) &\leq b(1) - \gamma, \\
  b(k - a) = \cdots = b(2) &= 0.
\end{align*}
\]

Therefore, \( b \) is a distribution supported on \( a + 1 \) elements, with the minimum weight placed on element \( k - a + 1 \). This implies \( b(k - a + 1) \in [0, 1/(a + 1)] \).

Now, \( \mathbb{E}_{t \sim b} [\phi_{t-1}(s + e_t)] \) may be written as

\[
\begin{align*}
  \gamma \cdot \phi_{t-1}(s + e_1) + b(k - a + 1)\phi_{t-1}(s + e_{k-a+1}) \\
  + (1 - \gamma - b(k - a + 1))\frac{\phi_{t-1}(s + e_1) + \phi_{t-1}(s + e_{k-a+1}) + \cdots + \phi_{t-1}(s + e_k)}{a}
\end{align*}
\]

Replacing \( b(k - a + 1) \) by \( x \) in the above expression, we get a linear function of \( x \). When restricted to \([0, 1/(a + 1)]\) the maximum value is attained at a boundary point.

For \( x = 0 \), the expression becomes

\[
\gamma \cdot \phi_{t-1}(s + e_1) + (1 - \gamma)\frac{\phi_{t-1}(s + e_1) + \phi_{t-1}(s + e_{k-a+1}) + \cdots + \phi_{t-1}(s + e_k)}{a}.
\]

For \( x = 1/(a + 1) \), the expression becomes

\[
\gamma \cdot \phi_{t-1}(s + e_1) + (1 - \gamma)\frac{\phi_{t-1}(s + e_1) + \phi_{t-1}(s + e_{k-a+1}) + \cdots + \phi_{t-1}(s + e_k)}{a + 1}.
\]

Since \( b(k - a + 1) \) lies in \([0, 1/(a + 1)]\), the optimal value is at most the maximum of the two. However each of these last two expressions is at most the right hand side of (3.48), completing the proof. \( \square \)
Unraveling (3.48), we find that $\phi_t(s)$ is the expected loss of the final state reached by some random walk of $t$ steps starting at state $s$. However, the number of possibilities for the random-walk is huge; indeed, the distribution at each step can be any of the $k-1$ possibilities $b^\pi_a$ for $a \in \{2, \ldots, k\}$, where the parameter $a$ denotes the size of the support of the $\gamma$-biased uniform distribution chosen at each step. In other words, at a given state $s$ with $t$ rounds of boosting remaining, the parameter $a$ determines the number of directions the optimal random walk will consider taking; we will therefore refer to $a$ as the degree of the random walk given $(s, t)$. Now, the total number of states reachable in $T$ steps is $O\left(T^{k-1}\right)$. If the degree assignment every such state, for every value of $t \leq T$ is fixed in advance, $a = \{a(s, t) : t \leq T, s \text{ reachable}\}$, we may identify a unique random walk $R^{a,t}(s)$ of length $t$ starting at step $s$. Therefore the potential may be computed as

$$\phi_t(s) = \max_a \mathbb{E}[R^{a,t}(s)]. \quad (3.49)$$

A dynamic programming approach for computing (3.49) requires time and memory linear in the number of different states reachable by a random walk that takes $T$ coordinate steps: $O(T^{k-1})$. This is exponential in the dataset size, and hence impractical. In the next two sections we show that perhaps there may not be any way of computing these efficiently in general, but provide efficient algorithms in certain special cases.

**Hardness of evaluating the potentials.** Here we provide empirical evidence for the hardness of computing the new potentials. We first identify a computationally easier problem, and show that even that is probably hard to compute. Eq. (3.48) implies that if the potentials were efficiently computable, the correct value of the degree $a$ could be determined efficiently. The problem of determining the degree $a$ given the state $s$ and remaining rounds $t$ is therefore easier than evaluating the
Figure 3.3: Green pixels have degree 3, black pixels have degree 2. Each step is diagonally down (left), and up (if \( x < y \)) and right (if \( x > y \)) and both when degree is 3. The rightmost figure uses \( \gamma = 0.4 \), and the other two \( \gamma = 0 \). The loss function is 0-1.

potentials. However, a plot of the degrees against states and remaining rounds, henceforth called a *degree map*, reveals very little structure that might be captured by a computationally efficient function.

We include three such degree maps in Figure 3.3. Only three classes \( k = 3 \) are used, and the loss function is 0-1 error. We also fix the number \( T \) of remaining rounds of boosting and the value of the edge \( \gamma \) for each plot. For ease of presentation, the 3-dimensional states \( \mathbf{s} = (s_1, s_2, s_3) \) are compressed into 2-dimensional pixel coordinates \((u = s_2 - s_1, v = s_3 - s_2)\). It can be shown that this does not take away information required to evaluate the potentials or the degree at any pixel \((u, v)\). Further, only those states are considered whose compressed coordinates \( u, v \) lie in the range \([-T, T]\); in \( T \) rounds, these account for all the reachable states. The degrees are indicated on the plot by colors. Our discussion in the previous sections implies that the possible values of the degree is 2 or 3. When the degree at a pixel \((u, v)\) is 3, the pixel is colored green, and when the degree is 2, it is colored black.

Note that a random walk over the space \( \mathbf{s} \in \mathbb{R}^3 \) consisting of distributions over coordinate steps \{\((1, 0, 0), (0, 1, 0), (0, 0, 1)\)\} translates to a random walk over \((u, v) \in \mathbb{R}^2\) where each step lies in the set \{\((-1, -1), (1, 0), (0, 1)\)\}. In Figure 3.3 these correspond to the directions diagonally down, up or right. Therefore at a black pixel, the random walk either chooses between diagonally down and up, or between diagonally down and
Figure 3.4: Optimum recurrence value. We set $\gamma = 0$. Surface is irregular for smaller values of $T$, but smoother for larger values, admitting hope for approximation.

right, with probabilities $\{1/2 + \gamma/2, 1/2 - \gamma/2\}$. On the other hand, at a green pixel, the random walk chooses among diagonally down, up and right with probabilities $(\gamma + (1 - \gamma)/3, (1 - \gamma)/3, (1 - \gamma)/3)$. The degree maps are shown for varying values of $T$ and the edge $\gamma$. While some patterns emerge for the degrees, such as black or green depending on the parity of $u$ or $v$, the authors found the region near the line $u = v$ still too complex to admit any solution apart from a brute-force computation.

We also plot the potential values themselves in Figure 3.4 against different states. In each plot, the number of iterations remaining, $T$, is held constant, the number of classes is chosen to be 3, and the edge $\gamma = 0$. The states are compressed into pixels as before, and the potential is plotted against each pixel, resulting in a 3-dimensional surface. We include two plots, with different values for $T$. The surface is irregular for $T = 3$ rounds, but smoother for 20 rounds, admitting some hope for approximation.

An alternative approach would be to approximate the potential $\phi_t$ by the potential $\phi_t^b$ for some fixed $b \in \Delta_k^\gamma$ corresponding to some particular edge-over-random condition. Since $\phi_t \geq \phi_t^b$ for all edge-over-random distributions $b$, it is natural to approximate by choosing $b$ that maximizes the fixed edge-over-random potential. (It can be shown that this $b$ corresponds to the $\gamma$-biased uniform distribution.)
Figure 3.5: Comparison of $\phi_t(0)$ (blue) with $\max_q \phi_q^t(0)$ (red) over different rounds $t$ and different number of classes $k$. We set $\gamma = 0$ in both.

plots of comparing the potential values at $0$, $\phi_T(0)$ and $\max_b \phi_b^T(0)$, which correspond to the respective error upper bounds, is shown in Figure 3.5. In the first plot, the number of classes $k$ is held fixed at 6, and the values are plotted for different values of iterations $T$. In the second plot, the number of classes vary, and the number of iterations is held at 10. Both plots show that the difference in the values is significant, and hence $\max_b \phi_b^T(0)$ would be a rather optimistic upper bound on the error when using the minimal weak learning condition.

If we use exponential loss (3.35), the situation is not much better. The degree maps for varying values of the weight parameter $\eta$ against fixed values of edge $\gamma = 0.1$, rounds remaining $T = 20$ and number of classes $k = 3$ are plotted in Figure 3.6. Although the patterns are simple, with the degree 3 pixels forming a diagonal band, we found it hard to prove this fact formally, or compute the exact boundary of the band. However the plots suggest that when $\eta$ is small, all pixels have degree 3. We next find conditions under which this opportunity for tractable computation exists.

**Efficient computation in special cases.** Here we show that when using the exponential loss, if the edge $\gamma$ is very small, then the potentials can be computed efficiently. We first show an intermediate result. We already observed empirically
that when the weight parameter $\eta$ is small, the degrees all become equal to $k$. Indeed, we can prove this fact.

**Lemma 3.19.** If the loss function being used is exponential loss \[^{(3.35)}\] and the weight parameter $\eta$ is small compared to the number of rounds

$$
\eta \leq \frac{1}{4} \min \left\{ \frac{1}{k-1}, \frac{1}{T} \right\},
$$

(3.50)

then the optimal value of the degree $a$ in \[^{(3.48)}\] is always $k$. Therefore, in this situation, the potential $\phi_t$ using the minimal weak learning condition is the same as the potential $\phi^u_t$ using the $\gamma$-biased uniform distribution $u$,

$$
u = \left( \frac{1 - \gamma}{k} + \gamma, \frac{1 - \gamma}{k}, \ldots, \frac{1 - \gamma}{k} \right),
$$

(3.51)

and hence can be efficiently computed.

**Proof.** We show $\phi_t = \phi^u_t$ by induction on the remaining number $t$ of boosting iterations. The base case holds since, by definition, $\phi_0 = \phi^u_0 = L^\exp_\eta$. Assume, inductively that

$$
\phi_{t-1}(s) = \phi^u_{t-1}(s) = \kappa(\gamma, \eta)^{t-1} \sum_{l=2}^{k} e^{\gamma(s_l - s_1)},
$$

(3.52)
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where the second equality follows from (3.37). We show that

$$\phi_t(s) = E_{t \sim u} [\phi_{t-1}(s + e_t)].$$

(3.53)

By the inductive hypothesis and (3.30), the right hand side of (3.53) is in fact equal to \(\phi_t^u\), and we will have shown \(\phi_t = \phi_t^u\). The proof will then follow by induction.

In order to show (3.53), by Lemma 3.18 it suffices to show that the optimal degree \(a\) maximizing the right hand side of (3.48) is always \(k\):

$$E_{t \sim b_\pi} [\phi_{t-1}(s + e_t)] \leq E_{t \sim b_\pi^k} [\phi_{t-1}(s + e_t)].$$

(3.54)

By (3.52), \(\phi_{t-1}(s + e_{l_0})\) may be written as \(\phi_{t-1}(s) + \kappa(\gamma, \eta)\xi_{l_0}\), where the term \(\xi_{l_0}\) is:

$$\xi_{l_0} = \begin{cases} (e^n - 1)e^{l_0}(s_0 - s_1) & \text{if } l_0 \neq 1, \\ (e^{-n} - 1)\sum_{l=2}^{k} e^{l_0}(s_l - s_1) & \text{if } l_0 = 1. \end{cases}$$

Therefore (3.54) is the same as: \(E_{t \sim b_\pi} [\xi_l] \leq E_{t \sim b_\pi^k} [\xi_l]\). Assume (by relabeling if necessary) that \(\pi\) is the identity permutation on coordinates \(\{2, \ldots, k\}\). Then the expression \(E_{t \sim b_\pi} [\xi_l]\) can be written as

$$E_{t \sim b_\pi} [\xi_l] = \left(\frac{1 - \gamma}{a} + \gamma\right)\xi_1 + \sum_{l=k-a+2}^{k} \left(\frac{1 - \gamma}{a}\right)\xi_l$$

$$= \gamma\xi_1 + \left(1 - \gamma\right)\left\{\frac{\xi_1 + \sum_{l=k-a+2}^{k} \xi_l}{a}\right\}.$$

It suffices to show that the term in curly brackets is maximized when \(a = k\). We will in fact show that the numerator of the term is negative if \(a < k\), and non-negative for
\( a = k \), which will complete our proof. Notice that the numerator can be written as
\[
(e^n - 1) \left\{ \sum_{l=k-a+2}^{k} e^{\eta(s_l-s_1)} \right\} - (1 - e^{-\eta}) \sum_{l=2}^{k} e^{\eta(s_l-s_1)}
\]
\[
= (e^n - 1) \left\{ \sum_{l=k-a+2}^{k} e^{\eta(s_l-s_1)} - \sum_{l=2}^{k} e^{\eta(s_l-s_1)} \right\} + \left\{ (e^n - 1) - (1 - e^{-\eta}) \right\} \sum_{l=2}^{k} e^{\eta(s_l-s_1)}
\]
\[
= \left\{ e^n + e^{-\eta} - 2 \right\} \sum_{l=2}^{k} e^{\eta(s_l-s_1)} - (e^n - 1) \left\{ \sum_{l=2}^{k-a+1} e^{\eta(s_l-s_1)} \right\}.
\]

When \( a = k \), the second summation disappears, and we are left with a non-negative expression. However when \( a < k \), the second summation is at least \( e^{\eta(s_2-s_1)} \). Since \( t \leq T \), and in \( t \) iterations the absolute value of any state coordinate \( |s_t(l)| \) is at most \( T \), the first summation is at most \( (k-1)e^{2\eta T} \) and the second summation is at least \( e^{-2\eta T} \). Therefore the previous expression is at most
\[
(k-1) \left( e^n + e^{-\eta} - 2 \right) e^{2\eta T} - (e^n - 1) e^{-2\eta T}
\]
\[
= (e^n - 1)e^{-2\eta T} \left\{ (k-1)(1 - e^{-\eta})e^{4\eta T} - 1 \right\}.
\]

We show that the term in curly brackets is negative. Firstly, using \( e^x \geq 1 + x \), we have \( 1 - e^{-\eta} \leq \eta \leq 1/(4(k-1)) \) by choice of \( \eta \). Therefore it suffices to show that \( e^{4\eta T} < 4 \). By choice of \( \eta \) again, \( e^{4\eta T} \leq e^1 < 4 \). This completes our proof. \( \square \)

The above lemma seems to suggest that under certain conditions, a sort of degeneracy occurs, and the optimal Booster payoff (3.18) is nearly unaffected by whether we use the minimal weak learning condition, or the condition (\( C_{\text{eor}} \), \( U_\gamma \)). Indeed, we next prove this fact.

**Theorem 3.20.** Suppose the loss function is as in Lemma 3.19, and for some parameter \( \varepsilon > 0 \), the number of examples \( m \) is large enough
\[
m \geq \frac{T e^{1/4}}{\varepsilon}.
\]
Consider the minimal weak learning condition (3.16), and the fixed edge-over-random condition \((C^{cor}, U_\gamma)\) corresponding to the \(\gamma\)-biased uniform baseline \(U_\gamma\). Then the optimal booster payoffs using either condition is within \(\varepsilon\) of each other.

**Proof.** We show that the OS strategies arising out of either condition is the same. In other words, at any iteration \(t\) and state \(s_t\), both strategies play the same cost matrix and enforce the same constraints on the response of Weak-Learner. The theorem will then follow if we can invoke Theorems 3.9 and 3.16. For that, the number of examples needs to be as large as in (3.28). The required largeness would follow from (3.55) if the loss function satisfied (3.27) with \(\phi(L,T)\) at most \(\exp(1/4)\). Since the largest discrepancy in losses between two states reachable in \(T\) iterations is at most \(\varepsilon \eta T\), the bound follows from the choice of \(\eta\) in (3.50). Therefore, it suffices to show the equivalence of the OS strategies corresponding to the two weak learning conditions.

We first show both strategies play the same cost-matrix. Lemma 3.19 states that the potential function using the minimal weak learning condition is the same as when using the fixed condition \((C^{cor}, U_\gamma)\): \(\phi_t = \phi^u_t\), where \(u\) is as in (3.51). Since, according to (3.31) and (3.45), given a state \(s_t\) and iteration \(t\), the two strategies choose cost matrices that are identical functions of the respective potentials, by the equivalence of the potential functions, the resulting cost matrices must be the same.

Even with the same cost matrix, the two different conditions could be imposing different constraints on Weak-Learner, which might affect the final payoff. For instance, with the baseline \(U_\gamma\), Weak-Learner has to return a weak classifier \(h\) satisfying

\[
C_t \cdot 1_h \leq C_t \cdot U_\gamma,
\]

whereas with the minimal condition, the constraint on \(h\) is

\[
C_t \cdot 1_h \leq \max_{B \in B^{cor}_{\gamma}} C_t \cdot B.
\]
In order to show that the constraints are the same we therefore need to show that for the common cost matrix $C_t$ chosen, the right hand side of the two previous expressions are the same:

$$C_t \cdot U_\gamma = \max_{B \in B^e_{\gamma}} C_t \cdot B^e_{\gamma}.$$  (3.56)

We will in fact show the stronger fact that the equality holds for every row separately:

$$\forall i : \langle C_t(i), u \rangle = \max_{b \in \Delta_i} \langle C_t(i), b \rangle.$$  (3.57)

To see this, first observe that the choice of the optimal cost matrix $C_t$ in (3.45) implies the following identity

$$\langle C_t(i), b \rangle = \mathbb{E}_{t \sim b} [\phi_{T-t-1}(s_t(i) + e_t)].$$

On the other hand, (3.48) and Lemma 3.19 together imply that the distribution $b$ maximizing the right hand side of the above is the $\gamma$-biased uniform distribution, from which (3.57) follows. Therefore, the constraints placed on Weak-Learner by the cost-matrix $C_t$ is the same whether we use minimum weak learning condition or the fixed condition $(C^e_{\gamma}, U_\gamma)$.

One may wonder why $\eta$ would be chosen so small, especially since the previous theorem indicates that such choices for $\eta$ lead to degeneracies. To understand this, recall that $\eta$ represents the size of the weights $\alpha_t$ chosen in every round, and was introduced as a tunable parameter to help achieve the best possible upper bound on zero-one error. More precisely, recall that the exponential loss $L_{\eta}^{\text{exp}}(s)$ of the unweighted state, defined in (3.35), is equal to the exponential loss $L^{\text{exp}}(f)$ on the weighted state, defined in (3.36), which in turn is an upper bound on the error $L_{\text{err}}(f_T)$ of the final weighted state $f_T$. Therefore the potential value $\phi_T(0)$ based on the exponential loss $L_{\eta}^{\text{exp}}$ is an upper bound on the minimum error attainable after $T$.
rounds of boosting. At the same time, \( \phi_T(0) \) is a function of \( \eta \). Therefore, we may tune this parameter to attain the best bound possible. Even with this motivation, it may seem that a properly tuned \( \eta \) will not be as small as in Lemma 3.19, especially since it can be shown that the resulting loss bound \( \phi_T(0) \) will always be larger than a fixed constant (depending on \( \gamma, k \)), no matter how many rounds \( T \) of boosting is used. However, the next result identifies conditions under which the tuned value of \( \eta \) is indeed as small as in Lemma 3.19. This happens when the edge \( \gamma \) is very small, as is described in the next theorem. Intuitively, a weak classifier achieving small edge has low accuracy, and a low weight reflects Booster’s lack of confidence in this classifier.

**Theorem 3.21.** When using the exponential loss function (3.35), and the minimal weak learning condition (3.16), the loss upper bound \( \phi_T(0) \) provided by Theorem 3.16 is more than 1 and hence trivial unless the parameter \( \eta \) is chosen sufficiently small compared to the edge \( \gamma \):

\[
\eta \leq \frac{k \gamma}{1 - \gamma}. \tag{3.58}
\]

In particular, when the edge is very small:

\[
\gamma \leq \min \left\{ \frac{1}{2}, \frac{1}{8k} \min \left\{ \frac{1}{k}, \frac{1}{T} \right\} \right\}, \tag{3.59}
\]

the value of \( \eta \) needs to be as small as in (3.50).

**Proof.** Comparing solutions (3.49) and (3.34) to the potentials corresponding to the minimal weak learning condition and a fixed edge-over-random condition, we may conclude that the loss bound \( \phi_T(0) \) is in the former case is larger than \( \phi^b_T(0) \), for any edge-over-random distribution \( b \in \Delta^k_\gamma \). In particular, when \( b \) is set to be the \( \gamma \)-biased uniform distribution \( u \), as defined in (3.51), we get \( \phi_T(0) \geq \phi^u_T(0) \). Now the latter bound, according to (3.37), is \( \kappa(\gamma, \eta)^T \), where \( \kappa \) is defined as in (3.38). Therefore, to get non-trivial loss bounds which are at most 1, we need to choose \( \eta \) such that...
\( \kappa(\gamma, \eta) \leq 1 \). By (3.38), this happens when

\[
(1 - e^{-\eta}) \gamma \geq \left( e^{\eta} + e^{-\eta} - 2 \right) \left( \frac{1 - \gamma}{k} \right)
\]

i.e.,

\[
\frac{k\gamma}{1 - \gamma} \geq \frac{e^{\eta} + e^{-\eta} - 2}{1 - e^{-\eta}} = e^{\eta} - \frac{1}{e^{\eta}} \geq \eta.
\]

Therefore (3.58) holds. When \( \gamma \) is as small as in (3.59), then \( 1 - \gamma \leq \frac{1}{2} \), and therefore, by (3.58), the bound on \( \eta \) becomes identical to that in (3.59).

The condition in the previous theorem, that of the existence of only a very small edge, is the most we can assume for most practical datasets. Therefore, in such situations, we can compute the optimal Booster strategy that uses the minimal weak learning conditions. More importantly, using this result, we derive, in the next section, a highly efficient and practical adaptive algorithm, that is, one that does not require any prior knowledge about the edge \( \gamma \), and will therefore work with any dataset.

### 3.8 Variable edges

So far we have required Weak-Learner to beat random by at least a fixed amount \( \gamma > 0 \) in each round of the boosting game. In reality, the edge over random is larger initially, and gets smaller as the OS algorithm creates harder cost matrices. Therefore requiring a fixed edge is either unduly pessimistic or overly optimistic. If the fixed edge is too small, not enough progress is made in the initial rounds, and if the edge is too large, Weak-Learner fails to meet the weak-learning condition in latter rounds. We fix this by not making any assumption about the edges, but instead adaptively responding to the edges returned by Weak-Learner. In the rest of the section we describe the adaptive procedure, and the resulting loss bounds guaranteed by it.

The philosophy behind the adaptive algorithm is a boosting game where Booster and Weak Learner no longer have opposite goals, but cooperate to reduce error as
fast as possible. However, in order to create a clean abstraction and separate implementations of the boosting algorithms and the weak learning procedures as much as possible, we assume neither of the players has any knowledge of the details of the algorithm employed by the other player. In particular Booster may only assume that Weak Learner’s strategy is barely strong enough to guarantee boosting. Therefore, Booster’s demands on the weak classifiers returned by Weak Learner should be minimal, and it should send the weak learning algorithm the “easiest” cost matrices that will ensure boostability. In turn, Weak Learner may only assume a very weak Booster strategy, and therefore return a weak classifier that performs as well as possible with respect to the cost matrix sent by Booster.

At a high level, the adaptive strategy proceeds as follows. At any iteration, based on the states of the examples and number of remaining rounds of boosting, Booster chooses the game-theoretically optimal cost matrix assuming only infinitesimal edges in the remaining rounds. Intuitively, Booster has no high expectations of Weak Learner, and supplies it the easiest cost matrices with which it may be able to boost. However, in the adaptive setting, Weak-Learner is no longer adversarial. Therefore, although only infinitesimal edges are anticipated by Booster, Weak Learner cooperates in returning weak classifiers that achieve as large edges as possible, which will be more than just infinitesimal. Based on the exact edge received in each round, Booster chooses the weight $\alpha_t$ adaptively to reach the most favourable state possible. Therefore, Booster plays game theoretically assuming an adversarial Weak Learner and expecting only the smallest edges in the future rounds, although Weak Learner actually cooperates, and Booster adaptively exploits this favorable behavior as much as possible. This way the boosting algorithm remains robust to a poorly performing Weak Learner, and yet can make use of a powerful weak learning algorithm whenever possible.
We next describe the details of the adaptive procedure. With variable weights we need to work with the weighted state $f_t(i)$ of each example $i$, defined in (3.22). To keep the computations tractable, we will only be working with the exponential loss $L^\text{exp}(f)$ on the weighted states. We first describe how Booster chooses the cost-matrix in each round. Following that we describe how it adaptively computes the weights in each round based on the edge of the weak classifier received.

**Choosing the cost-matrix.** As discussed before, at any iteration $t$ and state $f_t$ Booster assumes that it will receive an infinitesimal edge $\gamma$ in each of the remaining rounds. Since the step size is a function of the edge, which in turn is expected to be the same tiny value in each round, we may assume that the step size in each round will also be some fixed value $\eta$. We are therefore in the setting of Theorem 3.21 which states that the parameter $\eta$ in the exponential loss function (3.35) should also be tiny to get any non-trivial bound. But then the loss function satisfies the conditions in Lemma 3.19 and by Theorem 3.20, the game theoretically optimal strategy remains the same whether we use the minimal condition or \((C^\text{eor}, U_\gamma)\). When using the latter condition, the optimal choice of the cost-matrix at iteration $t$ and state $f_t$, according to (3.39), is

$$C_t(i, l) = \begin{cases} (e^\eta - 1) e^{f_{t-1}(i,j) - f_{t-1}(i,1)} & \text{if } l > 1, \\ (e^{-\eta} - 1) \sum_{j=2}^{k} e^{f_{t-1}(i,j) - f_{t-1}(i,1)} & \text{if } l = 1. \end{cases}$$

Further, when using the condition \((C^\text{eor}, U_\gamma)\), the average potential of the states $f_t(i)$, according to (3.37), is given by the average loss (3.40) of the state times $\kappa(\gamma, \eta)^{T-t}$, where the function $\kappa$ is defined in (3.38). Our goal is to choose $\eta$ as a function of $\gamma$ so that $\kappa(\gamma, \eta)$ is as small as possible. Now, there is no lower bound on how small the edge $\gamma$ may get, and, anticipating the worst, it makes sense to choose an infinitesimal $\gamma$, in the spirit of [19]. Eq. (3.38) then implies that the choice of $\eta$ should also be
infinitesimal. Then the above choice of the cost matrix becomes the following (after some rescaling):

\[
C_t(i, l) = \lim_{\eta \to 0} C_\eta(i, l) = \begin{cases} 
\frac{1}{\eta} \left( (e^\eta - 1) e^{f_{t-1}(i,j) - f_{t-1}(i,1)} \right) & \text{if } l > 1, \\
(\frac{e^\eta - 1}{\eta}) \sum_{j=2}^k e^{f_{t-1}(i,j) - f_{t-1}(i,1)} & \text{if } l = 1.
\end{cases}
\]

We have therefore derived the optimal cost matrix played by the adaptive boosting strategy, and we record this fact.

**Lemma 3.22.** Consider the boosting game using the minimal weak learning condition (3.16). Then, in iteration \( t \) at state \( f_t \), the game-theoretically optimal Booster strategy chooses the cost matrix \( C_t \) given in (3.61).

We next show how to adaptively choose the weights \( \alpha_t \).

**Adaptively choosing weights.** Once Weak Learner returns a weak classifier \( h_t \), Booster chooses the optimum weight \( \alpha_t \) so that the resulting states \( f_t = f_{t-1} + \alpha_t 1_{h_t} \) are as favorable as possible, that is, minimizes the total potential of its states. By our previous discussions, these are proportional to the total loss given by \( Z_t = \sum_{i=1}^m \sum_{l=2}^k e^{f_{t-1}(i,l) - f_{t-1}(i,1)} \). For any choice of \( \alpha_t \), the difference \( Z_t - Z_{t-1} \) between the total loss in rounds \( t-1 \) and \( t \) is given by

\[
\begin{align*}
(e^{\alpha_t} - 1) \sum_{i \in S_-} e^{f_{t-1}(i,h_t(i)) - f_{t-1}(i,1)} & - (1 - e^{-\alpha_t}) \sum_{i \in S_+} L^{\text{exp}}(f_{t-1}(i)) \\
& = (e^{\alpha_t} - 1) A_-^t - (1 - e^{-\alpha_t}) A_+^t \\
& = (A_+^t e^{-\alpha_t} + A_-^t e^{\alpha_t}) - (A_+^t + A_-^t),
\end{align*}
\]
where $S_+$ denotes the set of examples that $h_t$ classifies correctly, $S_-$ the incorrectly classified examples, and $A_t^+, A_t^-$ denote the first and second summations, respectively. Therefore, the task of choosing $\alpha_t$ can be cast as a simple optimization problem minimizing the previous expression. In fact, the optimal value of $\alpha_t$ is given by the following closed form expression

$$
\alpha_t = \frac{1}{2} \ln \left( \frac{A_t^+}{A_t^-} \right).
$$

(3.62)

With this choice of weight, one can show (with some straightforward algebra) that the total loss of the state falls by a factor less than 1. In fact the factor is exactly

$$
(1 - c_t) - \sqrt{c_t^2 - \delta_t^2},
$$

(3.63)

where

$$
c_t = \frac{(A_t^+ + A_t^-)}{Z_{t-1}},
$$

(3.64)

and $\delta_t$ is the edge of the returned classifier $h_t$ on the supplied cost-matrix $C_t$. Notice that the quantity $c_t$ is at most 1, and hence the factor (3.63) can be upper bounded by $\sqrt{1 - \delta_t^2}$. We next show how to compute the edge $\delta_t$. The definition of the edge depends on the weak learning condition being used, and in this case we are using the minimal condition (3.16). Therefore the edge $\delta_t$ is the largest $\gamma$ such that the following still holds

$$
C_t \cdot 1_h \leq \max_{B \in B_{\gamma_{opt}}} C_t \cdot B.
$$

However, since $C_t$ is the optimal cost matrix when using exponential loss with a tiny value of $\eta$, we can use arguments in the proof of Theorem 3.20 to simplify the computation. In particular, eq. (3.56) implies that the edge $\delta_t$ may be computed as
the largest \( \gamma \) satisfying the following simpler inequality

\[
\delta_t = \sup \{ \gamma : C_t \cdot 1_{h_t} \leq C_t \cdot U_{\gamma} \}
\]

\[
= \sup \left\{ \gamma : C_t \cdot 1_{h_t} \leq -\gamma \sum_{i=1}^{m} \sum_{l=2}^{k} t_{l-1}(i,l) - t_{l-1}(i,1) \right\}
\]

\[
\Rightarrow \delta_t = \gamma : C_t \cdot 1_{h_t} = -\gamma \sum_{i=1}^{m} \sum_{l=2}^{k} t_{l-1}(i,l) - t_{l-1}(i,1)
\]

\[
\Rightarrow \delta_t = \frac{-C_t \cdot 1_{h_t}}{\sum_{i=1}^{m} \sum_{l=2}^{k} t_{l-1}(i,l) - t_{l-1}(i,1) Z_t} = \frac{-C_t \cdot 1_{h_t}}{Z_t},
\]

(3.65)

where the first step follows by expanding \( C_t \cdot U_{\gamma} \). We have therefore an adaptive strategy which efficiently reduces error. We record our results.

**Lemma 3.23.** If the weight \( \alpha_t \) in each round is chosen as in (3.62), and the edge \( \delta_t \) is given by (3.65), then the total loss \( Z_t \) falls by the factor given in (3.63), which is at most \( \sqrt{1 - \delta_t^2} \).

The choice of \( \alpha_t \) in (3.62) is optimal, but depends on quantities other than just the edge \( \delta_t \). We next show a way of choosing \( \alpha_t \) based only on \( \delta_t \) that still causes the total loss to drop by a factor of \( \sqrt{1 - \delta_t^2} \).

**Lemma 3.24.** Suppose cost matrix \( C_t \) is chosen as in (3.61), and the returned weak classifier \( h_t \) has edge \( \delta_t \) i.e. \( C_t \cdot 1_{h_t} \leq C_t \cdot U_{\delta_t} \). Then choosing any weight \( \alpha_t > 0 \) for \( h_t \) makes the loss \( Z_t \) at most a factor

\[
1 - \frac{1}{2}(e^{\alpha_t} - e^{-\alpha_t})\delta_t + \frac{1}{2}(e^{\alpha_t} + e^{-\alpha_t} - 2)
\]

of the previous loss \( Z_{t-1} \). In particular by choosing

\[
\alpha_t = \frac{1}{2} \ln \left( \frac{1 + \delta_t}{1 - \delta_t} \right),
\]

(3.66)

the drop factor is at most \( \sqrt{1 - \delta_t^2} \).
Proof. We borrow notation from earlier discussions. The edge-condition implies

\[ A_t^- - A_t^+ = C_t \cdot 1_h_t \leq C_t \cdot U_{\delta_t} = -\delta_t Z_{t-1} \implies A_t^+ - A_t^- \geq \delta_t Z_{t-1}. \]

On the other hand, the drop in loss after choosing \( h_t \) with weight \( \alpha_t \) is

\[
(1 - e^{-\alpha_t}) A_t^+ - (e^{\alpha_t} - 1) A_t^-
= \left( \frac{e^{\alpha_t} - e^{-\alpha_t}}{2} \right) (A_t^+ - A_t^-) - \left( \frac{e^{\alpha_t} + e^{-\alpha_t} - 2}{2} \right) (A_t^+ + A_t^-).
\]

We have already shown that \( A_t^+ - A_t^- \geq \delta_t Z_{t-1} \). Further, \( A_t^+ + A_t^- \) is at most \( Z_{t-1} \). Therefore the loss drops by a factor of at least

\[
1 - \frac{1}{2}(e^{\alpha_t} - e^{-\alpha_t})\delta_t + \frac{1}{2}(e^{\alpha_t} + e^{-\alpha_t} - 2) = \frac{1}{2} \left\{ (1 - \delta_t)e^{\alpha_t} + (1 + \delta_t)e^{-\alpha_t} \right\}.
\]

Tuning \( \alpha_t \) as in (3.66) causes the drop factor to be at least \( \sqrt{1 - \delta_t^2} \).

Algorithm 1 contains pseudocode for the adaptive algorithm, and includes both ways of choosing \( \alpha_t \). We call both versions of this algorithm AdaBoost.MM. With the approximate way of choosing the step length in (3.67), AdaBoost.MM turns out to be identical to AdaBoost.M2 [23] or AdaBoost.MR [47], provided the weak classifier space is transformed in an appropriate way to be acceptable by AdaBoost.M2 or AdaBoost.MR. We emphasize that AdaBoost.MM and AdaBoost.M2 are products of very different theoretical considerations, and this similarity should be viewed as a coincidence arising because of the particular choice of loss function, infinitesimal edge and approximate step size. For instance, when the step sizes are chosen instead as in (3.68), the training error falls more rapidly, and the resulting algorithm is different.

As a summary of all the discussions in the section, we record the following theorem.

**Theorem 3.25.** The boosting algorithm AdaBoost.MM, shown in Algorithm 1, is the optimal strategy for playing the adaptive boosting game, and is based on the minimal
Algorithm 1 AdaBoost.MM

Require: Number of classes $k$, number of examples $m$.

Require: Training set $\{(x_1, y_1), \ldots, (x_m, y_m)\}$ with $y_i \in \{1, \ldots, k\}$ and $x_i \in X$.

- Initialize $m \times k$ matrix $f_0(i, l) = 0$ for $i = 1, \ldots, m$, and $l = 1, \ldots, k$.

for $t = 1$ to $T$ do
  - Choose cost matrix $C_t$ as follows:
    \[
    C_t(i, l) = \begin{cases} 
    e^{f_{t-1}(i,l) - f_{t-1}(i,y_i)} & \text{if } l \neq y_i, \\
    - \sum_{l \neq y_i} e^{f_{t-1}(i,j) - f_{t-1}(i,y_i)} & \text{if } l = 1.
    \end{cases}
    \]
  - Receive weak classifier $h_t : X \rightarrow \{1, \ldots, k\}$ from weak learning algorithm
  - Compute edge $\delta_t$ as follows:
    \[
    \delta_t = \frac{-\sum_{i=1}^{m} C_t(i, h_t(x_i))}{\sum_{i=1}^{m} \sum_{l \neq y_i} e^{f_{t-1}(i,l) - f_{t-1}(i,y_i)}}
    \]
  - Choose $\alpha_t$ either as
    \[
    \alpha_t = \frac{1}{2} \ln \left( \frac{1 + \delta_t}{1 - \delta_t} \right),
    \]
    or, for a slightly bigger drop in the loss, as
    \[
    \alpha_t = \frac{1}{2} \ln \left( \frac{\sum_{i:h_t(x_i)=y_i} \sum_{l \neq y_i} e^{f_{t-1}(i,l) - f_{t-1}(i,y_i)}}{\sum_{i:h_t(x_i) \neq y_i} e^{f_{t-1}(i,h_t(x_i)) - f_{t-1}(i,y_i)}} \right)
    \]
  - Compute $f_t$ as:
    \[
    f_t(i, l) = f_{t-1}(i, l) + \alpha_t 1[h_t(x_i) = l].
    \]
end for

- Output weighted combination of weak classifiers $F_T : X \times \{1, \ldots, k\} \rightarrow \mathbb{R}$ defined as:
  \[
  F_T(x, l) = \sum_{t=1}^{T} \alpha_t 1[h_t(x) = l].
  \]

- Based on $F_T$, output a classifier $H_T : X \rightarrow \{1, \ldots, k\}$ that predicts as
  \[
  H_T(x) = \arg \max_{l=1}^{k} F_T(x, l).
  \]
weak learning condition. Further if the edges returned in each round are \( \delta_1, \ldots, \delta_T \), then the error after \( T \) rounds is 
\[
(k - 1) \prod_{t=1}^{T} \sqrt{1 - \delta_t^2} \leq (k - 1) \exp \left\{ -(1/2) \sum_{t=1}^{T} \delta_t^2 \right\}.
\]

In particular, if a weak hypothesis space is used that satisfies the optimal weak learning condition (3.16), for some \( \gamma \), then the edge in each round is large, \( \delta_t \geq \gamma \), and therefore the error after \( T \) rounds is exponentially small, 
\[
(k - 1)e^{-T\gamma^2/2}.
\]

The theorem above states that as long as the minimal weak learning condition is satisfied, the error will decrease exponentially fast. Even if the condition is not satisfied, the error rate will keep falling rapidly provided the edges achieved by the weak classifiers are relatively high. However, our theory so far can provide no guarantees on these edges, and therefore it is not clear what is the best error rate achievable in this case, and how quickly it is achieved. The assumptions of boostability, and hence our minimal weak learning condition does not hold for the vast majority of practical datasets, and as such it is important to know what happens in such settings. In particular, an important requirement is empirical consistency, where we want that for any given weak classifier space, the algorithm converge, if allowed to run forever, to the weighted combination of classifiers that minimizes error on the training set. Another important criterion is universal consistency, which requires that the algorithm converge, when provided sufficient training data, to the classifier combination that minimizes error on the test dataset. In the next section, we show that AdaBoost.MM satisfies such consistency requirements. Both the choice of the minimal weak learning condition as well as the setup of the adaptive game framework will play crucial roles in ensuring consistency. These results therefore provide evidence that game theoretic considerations can have strong statistical implications.
3.9 Consistency of the adaptive algorithm

The goal in a classification task is to design a classifier that predicts with high accuracy on unobserved or test data. This is usually carried out by ensuring the classifier fits training data well without being overly complex. Assuming the training and test data are reasonably similar, one can show that the above procedure achieves high test accuracy, or is consistent. Here we work in a probabilistic setting that connects training and test data by assuming both consist of examples and labels drawn from a common, unknown distribution.

Consistency for multiclass classification in the probabilistic setting has been studied by Tewari and Bartlett [53], who show that, unlike in the binary setting, many natural approaches fail to achieve consistency. In this section, we show that AdaBoost.MM described in the previous section avoids such pitfalls and enjoys various consistency results. We begin by laying down some standard assumptions and setting up some notation. Then we prove our first result showing that our algorithm minimizes a certain exponential loss function on the training data at a fast rate. Next, we build upon this result and improve along two fronts: firstly we change our metric from exponential loss to the more relevant classification error metric, and secondly we show fast convergence on not just training data, but also the test set. For the proofs, we heavily reuse existing machinery in the literature.

Throughout the rest of this section we consider the version of AdaBoost.MM that picks weights according to the approximate rule in (3.67). All our results most probably hold with the other rule for picking weights in (3.68) as well, but we did not verify that. These results hold without any boostability requirements on the space $\mathcal{H}$ of weak classifiers, and are therefore widely applicable in practice. While we do not assume any weak learning condition, we will require a fully cooperating Weak Learner. In particular, we will require that in each round Weak Learner picks the weak classifier suffering minimum cost with respect to the cost matrix provided
by the boosting algorithm, or equivalently achieves the highest edge as defined in (3.65). Such assumptions are both necessary and standard in the literature, and are frequently met in practice.

In order to state our results, we will need to setup some notation. The space of examples will be denoted by \( \mathcal{X} \), and the set of labels by \( \mathcal{Y} = \{1, \ldots, k\} \). We also fix a finite weak classifier space \( \mathcal{H} \) consisting of classifiers \( h : \mathcal{X} \rightarrow \mathcal{Y} \). We will be interested in functions \( F : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \) that assign a score to every example and label pair. Important examples of such functions are the weighted majority combinations (3.69) output by the adaptive algorithm. In general, any such combination of the weak classifiers in space \( \mathcal{H} \) is specified by some weight function \( \alpha : \mathcal{H} \rightarrow \mathbb{R} \); the resulting function is denoted by \( F_\alpha : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R} \), and satisfies:

\[
F_\alpha(x, l) = \sum_{h \in \mathcal{H}} \alpha(h) \mathbf{1}[h(x) = l].
\]

We will be interested in measuring the average exponential loss of such functions. To measure this, we introduce the \( \hat{\text{risk}} \) operator:

\[
\hat{\text{risk}}(F) \equiv \frac{1}{m} \sum_{i=1}^{m} \sum_{l \neq y_i} e^{F(x_i, l) - F(x_i, y_i)}.
\] (3.71)

With this setup, we can now state our simplest consistency result, which ensures that the algorithm converges to a weighted combination of classifiers in the space \( \mathcal{H} \) that achieves the minimum exponential loss over the training set at an efficient rate.

**Lemma 3.26.** The \( \hat{\text{risk}} \) of the predictions \( F_T \), as defined in (3.69), converges to that of the optimal predictions of any combination of the weak classifiers in \( \mathcal{H} \) at the rate \( O(1/T) \):

\[
\hat{\text{risk}}(F_T) - \inf_{\alpha : \mathcal{H} \rightarrow \mathbb{R}} \hat{\text{risk}}(F_\alpha) \leq \frac{C}{T},
\] (3.72)

where \( C \) is a constant depending only on the dataset.
A slightly stronger result would state that the average exponential loss when measured with respect to the test set, and not just the empirical set, also converges. The test set is generated by some target distribution $D$ over example label pairs, and we introduce the risk$_D$ operator to measure the exponential loss for any function $F : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ with respect to $D$:

$$\text{risk}_D(F) = \mathbb{E}_{(x,y) \sim D} \left[ \sum_{l \neq y} e^{F(x,l) - F(x,y)} \right].$$

We show this stronger result holds if the function $F_T$ is modified to the function $\bar{F}_T : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}$ that takes values in the range $[0, -C]$, for some large constant $C$:

$$\bar{F}_T(x,l) \triangleq \max \left\{ -C, F_T(x,l) - \max_{l'} F_T(x,l') \right\}. \quad (3.73)$$

**Lemma 3.27.** If $\bar{F}_T$ is as in (3.73), and the number of rounds $T$ is set to $T_m = \sqrt{m}$, then its risk$_D$ converges to the optimal value as $m \rightarrow \infty$ with high probability:

$$\Pr \left[ \text{risk}_D(\bar{F}_{T_m}) \leq \inf_{F : \mathcal{X} \times \mathcal{Y} \rightarrow \mathbb{R}} \text{risk}_D(F) + O \left( m^{-c} \right) \right] \geq 1 - \frac{1}{m^2}, \quad (3.74)$$

where $c > 0$ is some absolute constant, and the probability is over the draw of training examples.

We prove Lemmas 3.26 and 3.27 by demonstrating a strong correspondence between AdaBoost.MM and binary AdaBoost, and then leveraging almost identical known consistency results for AdaBoost [4]. Our proofs will closely follow the exposition in Chapter 12 of [46] on the consistency of AdaBoost, and are deferred to the appendix.

So far we have focused on risk$_D$, but a more desirable consistency result would state that the test error of the final classifier output by AdaBoost.MM converges to the Bayes optimal error. The test error is measured by the err$_D$ operator, and is given
by

$$err_D(H) = \Pr_{(x,y)\sim D} [H(x) \neq y]. \quad (3.75)$$

The Bayes optimal classifier $H_{\text{opt}}$ is a classifier achieving the minimum error among all possible classifying functions

$$err_D(H_{\text{opt}}) = \inf_{H:\mathcal{X}\to\mathcal{Y}} err_D(H), \quad (3.76)$$

and we want our algorithm to output a classifier whose $err_D$ approaches $err_D(H_{\text{opt}})$.

In designing the algorithm, our main focus was on reducing the exponential loss, captured by $\text{risk}_D$ and $\hat{\text{risk}}$. Unless these loss functions are aligned properly with classification error, we cannot hope to achieve optimal error. The next result shows that our loss functions are correctly aligned, or more technically Bayes consistent. In other words, if a scoring function $F: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ is close to achieving optimal risk $\text{risk}_D$, then the classifier $H : \mathcal{X} \to \mathcal{Y}$ derived from it as follows:

$$H(x) \in \arg\max_{i \in \mathcal{Y}} F(x, y), \quad (3.77)$$

also approaches the Bayes optimal error.

**Lemma 3.28.** Suppose $F$ is a scoring function achieving close to optimal risk

$$\text{risk}_D(F) \leq \inf_{F':\mathcal{X}\times\mathcal{Y}\to\mathbb{R}} \text{risk}_D(F') + \varepsilon, \quad (3.78)$$

for some $\varepsilon \geq 0$. If $H$ is the classifier derived from it as in (3.77), then it achieves close to the Bayes optimal error

$$err_D(H) \leq err_D(H_{\text{opt}}) + \sqrt{2\varepsilon}. \quad (3.79)$$
Proof. The proof is similar to that of Theorem 12.1 in [46], which in turn is based on the work by Zhang [55] and Bartlett et al [5]. Let \( p(x) = \Pr(x', y') \sim D(x' = x) \) denote the the marginalized probability of drawing example \( x \) from \( D \), and let \( p^x_y = \Pr(x', y') \sim D(y' = y | x' = x) \) denote the conditional probability of drawing label \( y \) given we have drawn example \( x \). We first rewrite the difference in errors between \( H \) and \( H_{opt} \) using these probabilities. Firstly note that the accuracy of any classifier \( H' \) is given by

\[
\sum_{x \in X} D(x, H'(x)) = \sum_{x \in X} p(x) p^x_{H'(x)}.
\]

If \( X' \) is the set of examples where the predictions of \( H \) and \( H_{opt} \) differ, \( X' = \{ x \in X : H(x) \neq H_{opt}(x) \} \), then we may bound the error differences as

\[
\text{err}_D(H) - \text{err}_D(H_{opt}) = \sum_{x \in X'} p(x) \left( p^x_{H_{opt}(x)} - p^x_{H(x)} \right). \tag{3.80}
\]

We next relate this expression to the difference of the losses.

Notice that for any scoring function \( F' \), the risk \( D \) can be rewritten as follows:

\[
\text{risk}_D(F') = \sum_{x \in X} p(x) \sum_{l < l'} \left\{ \frac{p^x_l e^{F'(x, l') - F'(x, l)} + p^x_{l'} e^{F'(x, l) - F'(x, l')}}{2} \right\}.
\]

Denote the inner summation in curly brackets by \( L^{l,l'}_{r_F}(x) \), and notice this quantity is minimized if

\[
e^{F'(x, l) - F'(x, l')} = \sqrt{p^x_l / p^x_{l'}}, \quad \text{i.e., if} \quad F'(x, l) - F'(x, l') = \frac{1}{2} \ln p^x_l - \frac{1}{2} \ln p^x_{l'}.
\]

Therefore, defining \( F^*(x, l) = \frac{1}{2} \ln p^x_l \) leads to a risk \( D \) minimizing function \( F^* \). Furthermore, for any example and pair of labels \( l, l' \), the quantity \( L^{l,l'}_{r_F}(x) \) is at most \( L^{l,l'}_{r_F}(x) \), and therefore the difference in losses of \( F^* \) and \( F \) may be lower bounded as
follows:

\[
\varepsilon \geq \text{risk}_D(F) - \text{risk}_D(F^*) = \sum_{x \in \mathcal{X}} p(x) \sum_{l \neq l'} \left( L_{F,l'}^l - L_{F^*,l'}^l \right) \\
\geq \sum_{x \in \mathcal{X}'} p(x) \left\{ L_{F,x}^{H(x),\text{opt}(x)} - L_{F^*,x}^{H(x),\text{opt}(x)} \right\}. \tag{3.81}
\]

We next study the term in the curly brackets for a fixed \(x\). Let \(A\) and \(B\) denote \(H(x)\) and \(H_{\text{opt}}(x)\), respectively. We have already seen that \(L_{F,x}^{A,B} = 2\sqrt{p_A^x p_B^x}\). Further, by definition of Bayes optimality, \(p_A^x \geq p_B^x\). On the other hand, since \(x \in \mathcal{X}'\), we know that \(B \neq A\), and hence, \(F(x, A) \geq F(x, B)\). Let \(e^{F(x,B) - F(x,A)} = 1 + \eta\), for some \(\eta \geq 0\). The quantity \(L_{F,x}^{A,B}\) may be lower bounded as:

\[
L_{F,x}^{A,B} = p_A^x e^{F(x,B) - F(x,A)} + p_B^x e^{F(x,A) - F(x,B)} \\
= (1 + \eta)p_A^x + (1 + \eta)^{-1}p_B^x \\
\geq (1 + \eta)p_A^x + (1 - \eta)p_B^x \\
= p_A^x + p_B^x + \eta(p_A^x - p_B^x) \geq p_A^x + p_B^x.
\]

Combining we get

\[
L_{F,x}^{A,B} - L_{F^*,x}^{A,B} \geq p_A^x + p_B^x - 2\sqrt{p_A^x p_B^x} = \left(\sqrt{p_A^x} - \sqrt{p_B^x}\right)^2.
\]

Plugging back into (3.81) we get

\[
\sum_{x \in \mathcal{X}'} p(x) \left(\sqrt{p_{H(x)}^x} - \sqrt{p_{H_{\text{opt}}(x)}^x}\right)^2 \leq \varepsilon. \tag{3.82}
\]
Now we connect (3.80) to the previous expression as follows

\[
\{\text{err}_D(H) - \text{err}_D(H_{\text{opt}})\}^2
\]

\[
= \left\{ \sum_{x \in \mathcal{X}'} p(x) \left( p^x_{H_{\text{opt}}(x)} - p^x_H(x) \right) \right\}^2
\]

\[
\leq \left( \sum_{x \in \mathcal{X}'} p(x) \right) \left( \sum_{x \in \mathcal{X}'} p(x) \left( p^x_{H_{\text{opt}}(x)} - p^x_H(x) \right)^2 \right)^{1/2} \quad \text{(Cauchy-Schwartz)}
\]

\[
\leq \sum_{x \in \mathcal{X}'} p(x) \left( \sqrt{p^x_{H_{\text{opt}}(x)}} - \sqrt{p^x_H(x)} \right)^2 \left( \sqrt{p^x_{H_{\text{opt}}(x)}} + \sqrt{p^x_H(x)} \right)^2
\]

\[
\leq 2 \sum_{x \in \mathcal{X}'} p(x) \left( \sqrt{p^x_{H_{\text{opt}}(x)}} - \sqrt{p^x_H(x)} \right)^2
\]

\[
\leq 2\varepsilon, \quad \text{(by (3.82))}
\]

where (3.83) holds since

\[
\sum_{x \in \mathcal{X}'} p(x) = \Pr_{(x', y') \sim D} [x' \in \mathcal{X}'] \leq 1,
\]

and (3.84) holds since

\[
p^x_H(x) + p^x_{H_{\text{opt}}(x)} = \Pr_{(x', y') \sim D} [y' \in \{H(x), H_{\text{opt}}(x)\} | x] \leq 1
\]

\[
\implies \sqrt{p^x_H(x)} + \sqrt{p^x_{H_{\text{opt}}(x)}} \leq \sqrt{2}.
\]

Therefore, \(\text{err}_D(H) - \text{err}_D(H_{\text{opt}}) \leq \sqrt{2\varepsilon}.\)

Note that the classifier \(\hat{H}_T\), derived from the truncated scoring function \(\hat{F}_T\) in the manner provided in (3.77), makes identical predictions to, and hence has the same \(\text{err}_D\) as, the classifier \(H_T\) output by the adaptive algorithm. Further, Lemma 3.27 seems to suggest that \(\hat{F}_T\) satisfies the condition in (3.78), which, combined with our previous observation \(\text{err}_D(H) = \text{err}_D(H_T)\), would imply \(H_T\) approaches the optimal error. However, the condition (3.78) requires achieving optimal risk over all scoring
functions, and not just ones achievable as a combination of weak classifiers in $\mathcal{H}$. Therefore, in order to use Lemma 3.28 we require the weak classifier space to be sufficiently rich, so that some combination of the weak classifiers in $\mathcal{H}$ attains $\text{risk}_D$ arbitrarily close to the minimum attainable by any function:

$$\inf_{\alpha: \mathcal{H} \to \mathbb{R}} \text{risk}_D(F_\alpha) = \inf_{F: \mathcal{X} \times \mathcal{Y} \to \mathbb{R}} \text{risk}_D(F). \quad (3.85)$$

The richness condition, along with our previous arguments and Lemma 3.27, immediately imply the following result.

**Theorem 3.29.** If the weak classifier space $\mathcal{H}$ satisfies the richness condition (3.85), and the number of rounds $T$ is set to $\sqrt{m}$, then the error of the final classifier $H_T$ approaches the Bayes optimal error:

$$\text{Pr}[\text{err}_D(H_{\sqrt{m}}) \leq \text{err}_D(H_{\text{opt}}) + O(m^{-c})] \geq 1 - \frac{1}{m^2}, \quad (3.86)$$

where $c > 0$ is some positive constant, and the probability is over the draw of training examples.

A consequence of the theorem is our strongest consistency result:

**Corollary 3.30.** Let $H_{\text{opt}}$ be the Bayes optimal classifier, and let the weak classifier space $\mathcal{H}$ satisfy the richness condition (3.85). Suppose $m$ example and label pairs $\{(x_1, y_1), \ldots, (x_m, y_m)\}$ are sampled from the distribution $D$, the number of rounds $T$ is set to be $\sqrt{m}$, and these are supplied to AdaBoost.MM. Then, in the limit $m \to \infty$, the final classifier $H_{\sqrt{m}}$ output by AdaBoost.MM achieves the Bayes optimal error almost surely:

$$\text{Pr}[\{\lim_{m \to \infty} \text{err}_D(H_{\sqrt{m}})\} = \text{err}_D(H_{\text{opt}})] = 1, \quad (3.87)$$

where the probability is over the randomness due to the draw of training examples.
The proof of Corollary 3.30, based on the Borel-Cantelli Lemma, is very similar to that of Corollary 12.3 in [46], and so we omit it. When $k = 2$, AdaBoost.MM is identical to AdaBoost. For Theorem 3.29 to hold for AdaBoost, the richness assumption (3.85) is necessary, since there are examples due to Long and Servedio [29] showing that the theorem may not hold when that assumption is violated.

Although we have seen that technically AdaBoost.MM is consistent under broad assumptions, intuitively perhaps it is not clear what properties were responsible for this desirable behavior. We next briefly study the high level ingredients necessary for consistency in boosting algorithms.

**Key ingredients for consistency.** We show here how both the choice of the loss function as well as the weak learning condition play crucial roles in ensuring consistency. If the loss function were not Bayes consistent as in Lemma 3.28 driving it down arbitrarily could still lead to high test error. For example, the loss employed by SAMME [57] does not upper bound the error, and therefore although it can manage to drive down its loss arbitrarily when supplied by the dataset discussed in Figure 3.1 although its error remains high.

Equally important is the weak learning condition. Even if the loss function is chosen to be error, so that it is trivially Bayes consistent, choosing the wrong weak learning condition could lead to inconsistency. In particular, if the weak learning condition is stronger than necessary, then, even on a boostable dataset where the error can be driven to zero, the boosting algorithm may get stuck prematurely because its stronger than necessary demands cannot be met by the weak classifier space. We have already seen theoretical examples of such datasets, and we will see some practical instances of this phenomenon in the next section.

On the other hand, if the weak learning condition is too weak, then a lazy Weak Learner may satisfy the Booster’s demands by returning weak classifiers belonging
only to a non-boostable subset of the available weak classifier space. For instance, consider again the dataset in Figure 3.1 and assume that this time the weak classifier space is much richer, and consists of all possible classifying functions. However, in any round, Weak Learner searches through the space, first trying hypotheses $h_1$ and $h_2$ shown in the figure, and only if neither satisfy the Booster, search for additional weak classifiers. In that case, any algorithm using SAMME’s weak learning condition, which is known to be too weak and satisfiable by just the two hypotheses $\{h_1, h_2\}$, would only receive $h_1$ or $h_2$ in each round, and therefore be unable to reach the optimum accuracy. Of course, if the Weak Learner is extremely generous and helpful, then it may return the right collection of weak classifiers even with a null weak learning condition that places no demands on it. However, in practice, many Weak Learners used are similar to the lazy weak learner described since these are computationally efficient.

To see the effect of inconsistency arising from too weak learning conditions in practice, we need to test boosting algorithms relying on such datasets on significantly hard datasets, where only the strictest Booster strategy can extract the necessary service from Weak Learner for creating an optimal classifier. We did not include such experiments, and it will be an interesting empirical conjecture to be tested in the future. However, we did include experiments that illustrate the consequence of using too strong conditions, and we discuss those in the next section.

## 3.10 Experiments

In the final section of this chapter, we report preliminary experimental results on 13 UCI datasets: letter, nursery, pendigits, satimage, segmentation, vowel, car, chess, connect4, forest, magic04, poker, abalone. These datasets are all multiclass except for magic04, have a wide range of sizes, contain all combinations of real and categorical
features, have different number of examples to number of features per example ratios, and are drawn from a variety of real-life situations. Most sets come with prespecified train and test splits which we use; if not, we picked a random 4 : 1 split. Throughout this section by MM we refer to the version of AdaBoost.MM studied in the consistency section, which uses the approximate step size (3.67).

There were two kinds of experiments. In the first, we took a standard implementation M1 of AdaBoost.M1 with C4.5 as weak learner, and the Boostexter implementation MH of AdaBoost.MH using stumps [48], and compared it against our method MM with a naive greedy tree-searching weak-learner Greedy. The size of trees to be used can be specified to our weak learner, and was chosen to be the of the same order as the tree sizes used by M1. The test-error after 500 rounds of boosting for each algorithm and dataset is bar-plotted in Figure 3.7. The performance is comparable with M1 and far better than MH (understandably since stumps are far weaker than trees), even though our weak-learner is very naive. The convergence rates of error with rounds of M1 and MM are also comparable, as shown in Figure 3.8 (we omitted the curve for MH since it lay far above both M1 and MM).

We next investigated how each algorithm performs with less powerful weak-learners. We modified MH so that it uses a tree returning a single multiclass prediction on each example. For MH and MM we used the Greedy weak learner, while for M1 we used a more powerful-variant Greedy-Info whose greedy criterion was information gain rather than error (we also ran M1 on top of Greedy but Greedy-Info consistently gave better results so we only report the latter). We tried all tree-sizes in the set \{10, 20, 50, 100, 200, 500, 1000, 2000, 4000\} up to the tree-size used by M1 on C4.5 for each data-set. We plotted the error of each algorithm against tree size for each data-set in Figure 3.9. As predicted by our theory, our algorithm succeeds in boosting the accuracy even when the tree size is too small to meet the stronger weak learning assumptions of the other algorithms. More insight is
Figure 3.7: This is a plot of the final test-errors of standard implementations of M1, MH and MM after 500 rounds of boosting on different datasets. Both M1 and MM achieve comparable error, which is often larger than that achieved by MH. This is because M1 and MM used trees of comparable sizes which were often much larger and powerful than the decision stumps that MH boosted.

![Plot of final test-errors](image)

provided by plots in Figure 3.10 of the rate of convergence of error with rounds when the tree size allowed is very small (5). Both M1 and MH drive down the error for a few rounds. But since boosting keeps creating harder distributions, very soon the small-tree learning algorithms Greedy and Greedy-Info are no longer able to meet the excessive requirements of M1 and MH respectively. However, our algorithm makes more reasonable demands that are easily met by Greedy.

### 3.11 Conclusion

In summary, we create a new framework for studying multiclass boosting. This framework is very general and captures the weak learning conditions implicitly used
Figure 3.8: Plots of the rates at which M1 (black, dashed) and MM (red, solid) drive down test-error on different data-sets when using trees of comparable sizes as weak classifiers. M1 called C4.5, and MM called Greedy, respectively, as weak-learner. The tree sizes returned by C4.5 were used as a bound on the size of the trees that Greedy was allowed to return. This bound on the tree-size depended on the dataset, and are shown next to the dataset labels.
by many earlier multiclass boosting algorithms as well as novel conditions, including the minimal condition under which boosting is possible. We also show how to design boosting algorithms relying on these weak learning conditions that drive down training error rapidly. These algorithms are the optimal strategies for playing certain two player games. Based on this game-theoretic approach, we also design a multiclass boosting algorithm that is consistent, i.e., approaches the minimum empirical risk, and under some basic assumptions, the Bayes optimal test error. Preliminary experiments show that this algorithm can achieve much lower error compared to existing algorithms when used with very weak classifiers.
Figure 3.10: A plot of how fast the test-errors of the three algorithms drop with rounds when the weak classifiers are trees with a size of at most 5. Algorithms M1 and MH make strong demands which cannot be met by the extremely weak classifiers after a few rounds, whereas MM makes gentler demands, and is hence able to drive down error through all the rounds of boosting.
Although we can efficiently compute the game-theoretically optimal strategies under most conditions, when using the minimal weak learning condition, and non-convex 0-1 error as loss function, we require exponential computational time to solve the corresponding boosting games. Boosting algorithms based on error are potentially far more noise tolerant than those based on convex loss functions, and finding efficiently computable near-optimal strategies in this situation is an important problem left for future work. Further, we primarily work with weak classifiers that output a single multiclass prediction per example, whereas weak hypotheses that make multilabel multiclass predictions are typically more powerful. We believe that multilabel predictions do not increase the power of the weak learner in our framework, and our theory can be extended without much work to include such hypotheses, but we do not address this here. Finally, it will be interesting to see if the notion of minimal weak learning condition can be extended to boosting settings beyond classification, such as ranking.

3.12 Appendix

3.12.1 Optimality of the OS strategy

Here we prove Theorem 3.9. The proof of the upper bound on the loss is very similar to the proof of Theorem 2 in [44]. For the lower bound, a similar result is proved in Theorem 3 in [44]. However, the proof relies on certain assumptions that may not hold in our setting.

We first show that the average potential of states does not increase in any round. The dual form of the recurrence (3.24) and the choice of the cost matrix $C_t$ in (3.25)
together ensure that for each example $i$,

$$
\phi_{T-t}^{B(i)}(s_t(i)) = \max_{l=1}^{k-1} \left\{ \phi_{T-t-1}^{B(i)}(s_t(i) + e_l) - (C_t(i)(l) - \langle C_t(i), B(i) \rangle) \right\}
\geq \phi_{T-t-1}^{B(i)}(s_t(i) + e_{h_t(x_i)}) - (C_t(i, h_t(x_i)) - \langle C_t(i), B(i) \rangle).
$$

Summing up the inequalities over all examples, we get

$$
\sum_{i=1}^{m} \phi_{T-t-1}^{B(i)}(s_t(i) + e_{h_t(x_i)}) \leq \sum_{i=1}^{m} \phi_{T-t}^{B(i)}(s_t(i)) + \sum_{i=1}^{m} \{C_t(i, h_t(x_i)) - \langle C_t(i), B(i) \rangle\}
$$

The first two summations are the total potentials in round $t + 1$ and $t$, respectively, and the third summation is the difference in the costs incurred by the weak-classifier $h_t$ returned in iteration $t$ and the baseline $B$. By the weak learning condition, this difference is non-positive, implying that the average potential does not increase.

Next we show that the bound is tight. In particular choose any accuracy parameter $\epsilon > 0$, and total number of iterations $T$, and let $m$ be as large as in (3.28). We show that in any iteration $t \leq T$, based on Booster’s choice of cost-matrix $C$, an adversary can choose a weak classifier $h_t \in H^\text{all}$ such that the weak learning condition is satisfied, and the average potential does not fall by more than an amount $\epsilon/T$. In fact, we show how to choose labels $l_1, \ldots, l_m$ such that the following hold simultaneously:

$$
\sum_{i=1}^{m} C(i, l_i) \leq \sum_{i=1}^{m} \langle C(i), B(i) \rangle
$$

(3.88)

$$
\sum_{i=1}^{m} \phi_{T-t}^{B(i)}(s_t(i)) \leq \frac{m\epsilon}{T} + \sum_{i=1}^{m} \phi_{T-t-1}^{B(i)}(s_t(i) + e_{l_i})
$$

(3.89)

This will imply that the final potential or loss is at least $\epsilon$ less than the bound in (3.26).
We first construct, for each example $i$, a distribution $p_i \in \Delta \{1, \ldots, k\}$ such that the size of the support of $p_i$ is either 1 or 2, and

$$\phi_{T-i}^B(s_t(i)) = \mathbb{E}_{l \sim p_i} \left[ \phi_{T-l}^B(s_t(i) + e_l) \right].$$

(3.90)

To satisfy (3.90), by (3.20), we may choose $p_i$ as any optimal response of the max player in the minimax recurrence when the min player chooses $C(i)$:

$$p_i \in \arg\max_{p \in P_i} \left\{ \mathbb{E}_{l \sim p} \left[ \phi_{T-l-1}^B(s_t + e_l) \right] \right\}$$

(3.91)

where $P_i = \{ p \in \Delta \{1, \ldots, k\} : \mathbb{E}_{l \sim p} [C(i, l)] \leq \langle C(i), B(i) \rangle \}$.

(3.92)

The existence of $p_i$ is guaranteed, since, by Lemma 3.7, the polytope $P_i$ is non-empty for each $i$. The next result shows that we may choose $p_i$ to have a support of size 1 or 2.

**Lemma 3.31.** There is a $p_i$ satisfying (3.91) with either 1 or 2 non-zero coordinates.

**Proof.** Let $p^*$ satisfy (3.91), and let its support set be $S$. Let $\mu_i$ denote the mean cost under this distribution:

$$\mu_i = \mathbb{E}_{l \sim p^*} [C(i, l)] \leq \langle C(i), B(i) \rangle.$$

If the support has size at most 2, then we are done. Further, if each non-zero coordinate $l \in S$ of $p^*$ satisfies $C(i, l) = \mu_i$, then the distribution $p_i$ that concentrates all its weight on the label $l_{\min}^i \in S$ minimizing $\phi_{T-l}^B(s + e_{l_{\min}})$ is an optimum solution with support of size 1. Otherwise, we can pick labels $l_1^i, l_2^i \in S$ such that

$$C(i, l_1^i) < \mu_i < C(i, l_2^i).$$
Then we may choose a distribution $q$ supported on these two labels with mean $\mu_i$:

$$\mathbb{E}_{l \sim q}[C(i, l)] = q(l_1^{\text{min}})C(i, l_1^{\text{min}}) + q(l_2^{\text{min}})C(i, l_2^{\text{min}}) = \mu_i.$$ 

Choose $\lambda$ as follows:

$$\lambda = \min\left\{ \frac{p^*(l_1^{\text{min}})}{q(l_1^{\text{min}})}, \frac{p^*(l_2^{\text{min}})}{q(l_2^{\text{min}})} \right\},$$

and write $p^* = \lambda q + (1 - \lambda)p$. Then both $p, q$ belong to the polytope $P_i$, and have strictly fewer non-zero coordinates than $p^*$. Further, by linearity, one of $q, p$ is also optimal. We repeat the process on the new optimal distribution till we find one which has only 1 or 2 non-zero entries.

We next show how to choose the labels $l_1, \ldots, l_m$ using the distributions $p_i$. For each $i$, let $\{l_i^+, l_i^-\}$ be the support of $p_i$ so that

$$C (i, l_i^+) \leq \mathbb{E}_{l \sim p_i}[C(i, l)] \leq C (i, l_i^-).$$

(When $p_i$ has only one non-zero element, then $l_i^+ = l_i^-$. ) For brevity, we use $p_i^+$ and $p_i^-$ to denote $p_i (l_i^+)$ and $p_i (l_i^-)$, respectively. If the costs of both labels are equal, we assume without loss of generality that $p_i$ is concentrated on label $l_i^-:

$$C (i, l_i^-) - C (i, l_i^+) = 0 \implies p_i^+ = 0, p_i^- = 1. \quad (3.93)$$

We will choose each label $l_i$ from the set $\{l_i^-, l_i^+\}$. In fact, we will choose a partition $S_+, S_-$ of the examples $1, \ldots, m$ and choose the label depending on which side $S_\xi$, for $\xi \in \{-, +\}$, of the partition element $i$ belongs to:

$$l_i = l_i^\xi \text{ if } i \in S_\xi.$$ 
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In order to guide our choice for the partition, we introduce parameters $a_i, b_i$ as follows:

$$a_i = C(i, l_i^-) - C(i, l_i^+),$$

$$b_i = \phi^{B(i)}_{T-t-1} \left( s_t(i) + e_{l_i^-} \right) - \phi^{B(i)}_{T-t-1} \left( s_t(i) + e_{l_i^+} \right).$$

Notice that for each example $i$ and each sign-bit $\xi \in \{-1, +1\}$, we have the following relations:

$$C(i, l_i^\xi) = \mathbb{E}_{l \sim \mathbf{p}_i} [C(i, l)] - \xi (1 - p^\xi_i) a_i$$

$$\phi^{B(i)}_{T-t-1} \left( s_t(i) + e_{l_i^\xi} \right) = \mathbb{E}_{l \sim \mathbf{p}_i} \left[ \phi^{B(i)}_{T-t} (i, l) \right] - \xi (1 - p^\xi_i) b_i.$$ (3.94)

Then the cost incurred by the choice of labels can be expressed in terms of the parameters $a_i, b_i$ as follows:

$$\sum_{i \in S_+} C(i, l_i^+) + \sum_{i \in S_-} C(i, l_i^-) = \sum_{i \in S_+} \left\{ \mathbb{E}_{l \sim \mathbf{p}_i} [C(i, l)] - a_i + p^+_i a_i \right\}$$

$$+ \sum_{i \in S_-} \left\{ \mathbb{E}_{l \sim \mathbf{p}_i} [C(i, l)] + p^-_i a_i \right\}$$

$$= \sum_{i=1}^m \mathbb{E}_{l \sim \mathbf{p}_i} [C(i, l)] + \left( \sum_{i=1}^m p^+_i a_i - \sum_{i \in S_+} a_i \right)$$

$$\leq \sum_{i=1}^m \langle C(i), B(i) \rangle + \left( \sum_{i=1}^m p^+_i a_i - \sum_{i \in S_+} a_i \right),$$ (3.96)
where the first equality follows from (3.94), and the inequality follows from the constraint on \( p_i \) in (3.92). Similarly, the potential of the new states is given by

\[
\sum_{i \in S_+} \phi^{B(i)}_{T-t-1} (s_t(i) + e_i^+) + \sum_{i \in S_-} \phi^{B(i)}_{T-t-1} (s_t(i) + e_i^-) = \sum_{i \in S_+} \{ E_l \sim p_i \left[ \phi^{B(i)}_{T-t-1} (s_t(i) + e_i^-) - b_i + p_i^+ b_i \right] + \sum_{i \in S_-} \{ E_l \sim p_i \left[ \phi^{B(i)}_{T-t-1} (s_t(i) + e_i^+) + p_i^+ b_i \right] 
\]

\[
= \sum_{i=1}^{m} E_l \sim p_i \left[ \phi^{B(i)}_{T-t-1} (s_t(i) + e_i^-) - \sum_{i=1}^{m} p_i^+ b_i - \sum_{i \in S_+} b_i \right] + \sum_{i=1}^{m} p_i^+ b_i - \sum_{i \in S_+} b_i \right) \right), \tag{3.98}
\]

where the first equality follows from (3.95), and the last equality from an optimal choice of \( p_i \) satisfying (3.90). Now, (3.96) and (3.98) imply that in order to satisfy (3.88) and (3.89), it suffices to choose a subset \( S_+ \) satisfying

\[
\sum_{i \in S_+} a_i \geq \sum_{i=1}^{m} p_i^+ a_i, \quad \sum_{i \in S_+} b_i \leq \frac{m\varepsilon}{T} + \sum_{i=1}^{m} p_i^+ b_i. \tag{3.99}
\]

We simplify the required conditions. Notice the first constraint tries to ensure that \( S_+ \) is big, while the second constraint forces it to be small, provided the \( b_i \) are non-negative. However, if \( b_i < 0 \) for any example \( i \), then adding this example to \( S_+ \) only helps both inequalities. In other words, if we can always construct a set \( S_+ \) satisfying (3.99) in the case where the \( b_i \) are non-negative, then we may handle the more general situation by just adding the examples \( i \) with negative \( b_i \) to the set \( S_+ \) that would be constructed by considering only the examples \( \{ i : b_i \geq 0 \} \). Therefore we may assume without loss of generality that the \( b_i \) are non-negative. Further, assume (by relabeling if necessary) that \( a_1, \ldots, a_{m'} \) are positive and \( a_{m'+1}, \ldots, a_m = 0 \), for some \( m' \leq m \). By (3.93), we have \( p_i^+ = 0 \) for \( i > m' \). Therefore, by assigning the examples \( m'+1, \ldots, m \)
to the opposite partition $S_-$, we can ensure that (3.99) holds if the following is true:

$$\sum_{i \in S_+} a_i \geq \sum_{i=1}^{m'} p_i^+ a_i, \quad (3.100)$$

$$\sum_{i \in S_+} b_i \leq \max_{i=1}^{m'} |b_i| + \sum_{i=1}^{m'} p_i^+ b_i, \quad (3.101)$$

where, for (3.101), we additionally used that, by the choice of $m$ (3.28) and the bound on loss variation (3.27), we have

$$\frac{m\varepsilon}{T} \geq \varnothing(L, T) \geq b_i \text{ for } i = 1, \ldots, m.$$

The next lemma shows how to construct such a subset $S_+$, and concludes our lower bound proof.

**Lemma 3.32.** Suppose $a_1, \ldots, a_{m'}$ are positive and $b_1, \ldots, b_{m'}$ are non-negative reals, and $p_1^+, \ldots, p_{m'}^+ \in [0, 1]$ are probabilities. Then there exists a subset $S_+ \subseteq \{1, \ldots, m'\}$ such that (3.100) and (3.101) hold.

**Proof.** Assume, by relabeling if necessary, that the following ordering holds:

$$\frac{a(1) - b(1)}{a(1)} \geq \cdots \geq \frac{a(m') - b(m')}{a(m')} \quad (3.102)$$

Let $I \leq m'$ be the largest integer such that

$$a_1 + a_2 + \cdots + a_I < \sum_{i=1}^{m'} p_i^+ a_i. \quad (3.103)$$

Since the $p_i^+$ are at most 1, $I$ is in fact at most $m' - 1$. We will choose $S_+$ to be the first $I + 1$ examples $S_+ = \{1, \ldots, I + 1\}$. Observe that (3.100) follows immediately
from the definition of $I$. Further, (3.101) will hold if the following is true
\[
b_1 + b_2 + \cdots + b_I \leq \sum_{i=1}^{m'} \tilde{p}_i^+ b_i,
\] (3.104)
since the addition of one more example $I+1$ can exceed this bound by at most $b_{I+1} \leq \max_{i=1}^{m'} |b_i|$. We prove (3.104) by showing that the left hand side of this equation is not much more than the left hand side of (3.103). We first rewrite the latter summation differently. The inequality in (3.103) implies we can pick $\tilde{p}_1^+, \ldots, \tilde{p}_{m'}^+ \in [0,1]$ (e.g., by simply scaling the $p_i^+$’s appropriately) such that
\[
a_1 + \ldots + a_I = \sum_{i=1}^{m'} \tilde{p}_i^+ a_i
\] (3.105)
for $i = 1, \ldots, m'$: $\tilde{p}_i^+ \leq p_i$. (3.106)

By subtracting off the first $I$ terms in the right hand side of (3.105) from both sides we get
\[
(1 - \tilde{p}_1^+) a_1 + \cdots + (1 - \tilde{p}_I^+) a_I = \tilde{p}_{I+1}^+ a_{I+1} + \cdots + \tilde{p}_{m'}^+ a_{m'}.
\]

Since the terms in the summations are non-negative, we may combine the above with the ordering property in (3.102) to get
\[
(1 - \tilde{p}_1^+) a_1 \left( \frac{a_1 - b_1}{a_1} \right) + \cdots + (1 - \tilde{p}_I^+) a_I \left( \frac{a_I - b_I}{a_I} \right)
\geq \tilde{p}_{I+1}^+ a_{I+1} \left( \frac{a_{I+1} - b_{I+1}}{a_{I+1}} \right) + \cdots + \tilde{p}_{m'}^+ a_{m'} \left( \frac{a_{m'} - b_{m'}}{a_{m'}} \right).
\] (3.107)

Adding the expression
\[
\tilde{p}_1^+ a_1 \left( \frac{a_1 - b_1}{a_1} \right) + \cdots + \tilde{p}_I^+ a_I \left( \frac{a_I - b_I}{a_I} \right)
\]
to both sides of (3.107) yields

\[ \sum_{i=1}^{I} a_i \left( \frac{a_i - b_i}{a_i} \right) \geq \sum_{i=1}^{m'} \tilde{p}_i^+ a_i \left( \frac{a_i - b_i}{a_i} \right) \]

i.e. \[ \sum_{i=1}^{I} a_i - \sum_{i=1}^{I} b_i \geq \sum_{i=1}^{m'} \tilde{p}_i^+ a_i - \sum_{i=1}^{m'} \tilde{p}_i^+ b_i \]

i.e. \[ \sum_{i=1}^{I} b_i \leq \sum_{i=1}^{m'} \tilde{p}_i^+ b_i, \] (3.108)

where the last inequality follows from (3.105). Now (3.104) follows from (3.108) using (3.106) and the fact that the \( b_i \)'s are non-negative.

This completes the proof of the lower bound.

### 3.12.2 Consistency proofs

Here we sketch the proofs of Lemmas 3.26 and 3.27. Our approach will be to relate our algorithm to AdaBoost and then use relevant known results on the consistency of AdaBoost. We first describe the correspondence between the two algorithms, and then state and connect the relevant results on AdaBoost to the ones in this section.

For any given multiclass dataset and weak classifier space, we will obtain a transformed binary dataset and weak classifier space, such that the run of AdaBoost.MM on the original dataset will be in perfect correspondence with the run of AdaBoost on the transformed dataset. In particular, the loss and error on both the training and test set of the combined classifiers produced by our algorithm will be exactly equal to those produced by AdaBoost, while the space of functions and classifiers on the two datasets will be in correspondence.

Intuitively, we transform our multiclass classification problem into a single binary classification problem in a way similar to the all-pairs multiclass to binary reduction. A very similar reduction was carried out by [23]. Borrowing their terminology, the
transformed dataset roughly consists of mislabel triples \((x, y, l)\) where \(y\) is the true label of the example and \(l\) is an incorrect example. The new binary label of a mislabel triple is always \(-1\), signifying that \(l\) is not the true label. A multiclass classifier becomes a binary classifier that predict \(\pm 1\) on the mislabel triple \((x, y, l)\) depending on whether the prediction on \(x\) matches label \(l\); therefore error on the transformed binary dataset is low whenever the multiclass accuracy is high. The details of the transformation are provided in Figure 3.11.

Some of the properties between the functions and their transformed counterparts are described in the next lemma, showing that we are essentially dealing with similar objects.

**Lemma 3.33.** The following are identities for any scoring function \(F : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}\) and weight function \(\alpha : \mathcal{H} \to \mathbb{R}\):

\[
\begin{align*}
\widehat{\text{risk}}(F_\alpha) &= \widehat{\text{risk}}(\widetilde{F}_\alpha) \quad (3.109) \\
\text{risk}_D(F) &= \text{risk}_D(\widetilde{F}) \quad (3.110)
\end{align*}
\]

The proofs involve doing straightforward algebraic manipulations to verify the identities and are omitted.

The next lemma connects the two algorithms. We show that the scoring function output by AdaBoost when run on the transformed dataset is the transformation of the function output by our algorithm. The proof again involves tedious but straightforward checking of details and is omitted.

**Lemma 3.34.** If AdaBoost.MM produces scoring function \(F_\alpha\) when run for \(T\) rounds with the training set \(S\) and weak classifier space \(\mathcal{H}\), then AdaBoost produces the scoring function \(\widetilde{F}_\alpha\) when run for \(T\) rounds with the training set \(\widetilde{S}\) and space \(\widetilde{\mathcal{H}}\). We assume that for both the algorithms, Weak Learner returns the weak classifier in each round
<table>
<thead>
<tr>
<th>AdaBoost.MM</th>
<th>AdaBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Labels</strong></td>
<td>[ \mathcal{Y} = {1, \ldots, k} ]</td>
</tr>
<tr>
<td><strong>Examples</strong></td>
<td>[ \mathcal{X} = \mathcal{X} \times ( (\mathcal{Y} \times \mathcal{Y}) \setminus {(y, y) : y \in \mathcal{Y}}) ]</td>
</tr>
<tr>
<td><strong>Weak classifiers</strong></td>
<td>[ h : \mathcal{X} \to \mathcal{Y} ]</td>
</tr>
<tr>
<td></td>
<td>[ \tilde{h}(x, y, l) = \mathbf{1}[h(x) = l] - \mathbf{1}[h(x) = y] ]</td>
</tr>
<tr>
<td><strong>Classifier space</strong></td>
<td>[ \mathcal{H} ]</td>
</tr>
<tr>
<td><strong>Scoring function</strong></td>
<td>[ F : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} ]</td>
</tr>
<tr>
<td></td>
<td>[ F(x, y, l) = F(x, y, l), \text{ if } \left</td>
</tr>
<tr>
<td><strong>Clamped function</strong></td>
<td>[ \tilde{F}(x, y) = \max { -C, F(x, l) - \max_{l'} F_T(x, l') } ]</td>
</tr>
<tr>
<td><strong>Classifier weights</strong></td>
<td>[ \alpha : \mathcal{H} \to \mathbb{R} ]</td>
</tr>
<tr>
<td></td>
<td>[ \tilde{\alpha}(\tilde{h}) = \alpha(h) ]</td>
</tr>
<tr>
<td><strong>Combined hypothesis</strong></td>
<td>[ F_\alpha \text{ where} ]</td>
</tr>
<tr>
<td></td>
<td>[ F_\alpha(x, l) = \sum_{h \in \mathcal{H}} \alpha(h) \mathbf{1}[h(x) = l] ]</td>
</tr>
<tr>
<td><strong>Training set</strong></td>
<td>[ S = {(x_i, y_i) : 1 \leq i \leq m} ]</td>
</tr>
<tr>
<td><strong>Test distribution</strong></td>
<td>[ D \text{ over } \mathcal{X} \times \mathcal{Y} ]</td>
</tr>
<tr>
<td></td>
<td>[ \tilde{D}(x, y, l), -1) = D(x, y)/(k - 1) ]</td>
</tr>
<tr>
<td><strong>Empirical risk</strong></td>
<td>[ \hat{\text{risk}}(F) = \frac{1}{m} \sum_{i=1}^{m} \sum_{l \neq y_i} e^{F(x, l) - F(x, y_i)} ]</td>
</tr>
<tr>
<td><strong>Test risk</strong></td>
<td>[ \text{risk}<em>D(F) = \mathbb{E}</em>{(x, y) \sim D} \left[ \sum_{l \neq y} e^{F(x, l) - F(x, y)} \right] ]</td>
</tr>
</tbody>
</table>

Figure 3.11: Details of transformation between AdaBoost.MM and AdaBoost.
that achieves the maximum edge. Further we consider the version of AdaBoost.MM that chooses weights according to the approximate rule (3.67).

We next restate the result for AdaBoost corresponding to Lemma 3.26 which we have already seen in Chapter 2.

**Lemma 3.35.** [Theorem 2.14] Suppose AdaBoost produces the scoring function $\tilde{F}_\alpha$ when run for $T$ rounds with the training set $\tilde{S}$ and space $\tilde{H}$. Then

$$\tilde{\text{risk}}(\tilde{F}_\alpha) \leq \inf_{\tilde{F}_\beta: \tilde{H} \to \mathbb{R}} \tilde{\text{risk}}(\tilde{F}_\beta) + C/T,$$

(3.111)

where the constant $C$ depends only on the dataset.

The previous lemma, along with (3.109) immediately proves Lemma 3.26. The result for AdaBoost corresponding to Lemma 3.27 appears in [46].

**Lemma 3.36.** (Theorem 12.2 in [46]). Suppose AdaBoost produces the scoring function $\tilde{F}$ when run for $T = \sqrt{m}$ rounds with the training set $\tilde{S}$ and space $\tilde{H}$. Then

$$\text{Pr} \left[ \text{risk}_D(\tilde{F}) \leq \inf_{\tilde{F}' : \tilde{X} \to \mathbb{R}} \text{risk}_D(\tilde{F}') + O(m^{-\sigma}) \right] \geq 1 - \frac{1}{m^2},$$

(3.112)

where the constant $C$ depends only on the dataset.

The proof of Lemma 3.27 follows immediately from the above lemma and (3.110).
Chapter 4

Learning with Continuous Experts
Using Drifting Games

Although boosting is mainly studied as a statistical learning algorithm, the theory of boosting has benefited greatly from viewpoints borrowed from related areas. One such area is online learning, where the goal is to design algorithms that can constantly learn from a stream of signals supplied to it. At least superficially, this is similar to the boosting framework, where the boosting algorithm has to constantly make use of signals in the form of weak classifiers that are supplied to it each round. In this chapter we flesh out this connection by focusing on a particular online learning problem that will lead to boosting algorithms with certain optimality properties.

We consider the problem of learning to predict as well as the best in a group of experts. Our model consists of a series of rounds. In each round, experts make predictions in \([-1, +1]\). This can be interpreted as giving a binary prediction, for example, if it will rain or not, with a certain degree of confidence. In particular, this means that an expert can choose to abstain from giving any prediction at all, in which case it predicts 0. The problem is to design a master algorithm that combines the expert predictions in each round to give its own binary prediction in \([-1, +1]\). At
the end of each round, nature (or an adversary) reveals the truth, which is a value in \{-1, +1\}. The experts and the master suffer loss that depends on the amount by which their predictions deviated from the truth. Our goal is to ensure that our master algorithm does not suffer much loss relative to the best expert.

An important feature of our model, which we define rigorously in Section 4.1, is that we assume the master algorithm has prior knowledge of a bound $k$ on the total loss that the best expert will suffer. With binary experts, outputting predictions in \{-1, +1\}, this problem was essentially solved entirely by Cesa-Bianchi et al. [11] who proposed the Binomial Weights (BW) algorithm. However, their work cannot be applied to our setting since here the experts are continuous, with predictions in $[-1, +1]$. In such a setting, other methods, notably exponential-weight algorithms [12, 23, 28], can be used instead. However, such algorithms do not enjoy the same level of tight optimality of the BW algorithm, and it has been an open problem since the introduction of BW as to whether this method can be generalized to continuous experts.

In this chapter, we present just such a generalization. In Section 4.2, we propose a new master strategy that gives the best possible performance for this problem. Our algorithm predicts using a weighted majority of the experts’ predictions in each round, where the weights are carefully chosen to ensure that the master’s loss is small relative to $k$. We also show that our algorithm runs in polynomial time.

Our algorithm is based on the drifting games framework introduced by Schapire [44]. This framework generalizes a number of on-line and boosting learning algorithms, including boost-by-majority [17], AdaBoost [23], the weighted majority algorithm [28] and Binomial Weights [11]. We apply the drifting games framework directly both to derive our algorithm, and to analyze its performance which, as seen in Section 4.3, relies heavily on properties of drifting games.
We also provide in Section 4.4 new lower bound constructions for master algorithms which employ weighted-majority predictions. These are slightly weaker than those provided by Cesa-Bianchi et al. [11] which already show that our algorithm is nearly the best possible when the number of experts is very large. However, their techniques are based on Spencer’s [51] sophisticated results for Ulam’s game, and require an enormous number of experts. In contrast, our lower bounds use simpler arguments based on the drifting games framework, and are meaningful for any number of experts. In the Appendix, we show how to extend the Spencer’s [51] and Cesa-Bianchi et al.’s [11] approaches to achieve exactly tight lower bounds.

A consequence of our results is that learning in our framework with continuous experts is no harder than learning with abstaining experts, i.e., experts whose predictions are restricted to be in \{-1, 0, +1\} (assuming that 2k is an integer), although there is a small gap between abstaining and binary experts.

Our results also have applications in boosting, where it leads to optimal algorithms for combining weak hypotheses that return confidence-rated predictions instead of just binary labels [47]. Although the algorithm turns out to be more complicated than in the expert learning setting, our theory ensures that it remains efficiently computable.

**Other related work.** Abernethy et al. [1] extended the BW algorithm to the setting where the experts remain binary, but the master is allowed to predict continuously. Their results do not directly apply to our setting, but with some effort can be used to obtain sub-optimal bounds. For completeness, a sketch is included in Section 4.1.1.

Continuous-time versions of drifting games, with potential applications to on-line learning, were studied by Freund and Opper [20]. In their setting, learning rounds are no longer discrete, but are instead continuous.
4.1 Expert Learning Model

Our expert learning model can be viewed as the following game. The players of the game are a fixed set of $m$ experts, a master algorithm, and an adversary. The game proceeds through $T$ rounds. In each round $t$, the following happen:

- The master chooses real weights $w_1^t, \ldots, w_m^t$ over the experts.
- Each expert $i$ makes a prediction $x_i^t \in [-1, +1]$. The experts’ predictions are controlled by the adversary; we distinguish between the experts and the adversary for clarity of exposition.
- The master predicts $\hat{y}^t \triangleq \text{sign}(\sum_i w_i^t x_i^t) \in \{-1, 0, +1\}$. The sign function maps positive reals to 1, negative reals to $-1$ and 0 to itself.
- The adversary then chooses a label $y^t \in \{-1, +1\}$, causing expert $i$ to suffer loss $\frac{1}{2} |y^t - x_i^t|$, and the master to suffer loss $1(y^t \neq \hat{y})$, where 1 is the indicator function. Note that predicting 0 counts as a mistake.

The total loss of any player is the sum of the losses in each round. It is guaranteed that some expert will suffer at most $k$ total loss, where $k$ is known ahead of time to the master. The goal of the master is to come up with a strategy to choose distributions $w^t$ in each round, so as to minimize its loss against the worst possible adversary. The performance of every fixed strategy will thus be a function of $m$ and $k$.

We will only consider conservative master algorithms, i.e., algorithms that ignore rounds where it does not make a mistake, so that the weights it chooses in a certain round depend only on past rounds where it made a mistake. This will also allow us to assume that as long as the game can continue, the master makes a mistake in every round. Since one can easily convert any master algorithm in a mistake bounded model like ours to a conservative one without loss of performance, we do not lose generality with this assumption.
4.1.1 The Binning Algorithm

Abernethy et al. [1] study a similar game, where the Master predicts continuously, but the expert-predictions are binary. Experts in their model may split themselves into two parts of varying masses; each part independently makes a prediction and suffers integral loss. The game terminates when the total mass of experts with error at most $k$ is less than one. They develop an optimal algorithm for their model, called binning. Superficially, the two models appear to be the same, but in fact, critical differences exist.

The first main difference between the models assumed by binning and ours is that experts suffer integral losses in binning, whereas in our case experts suffer continuous losses. However their experts are amorphous, and can split themselves into different parts which make different predictions and suffer different integral losses. The game-state in the binning model is captured by the total mass of experts that have suffered losses $0,\ldots,k$, respectively. Mathematically, their state-space is $[0,m]^{k+1}$. Their terminal states are those in which the sum of coordinates is less than 1. In contrast, the state of our expert learning game in any given round is given by the (possibly fractional) cumulative losses of each expert. Mathematically, our state-space is $[0,k+1]^m$; the terminal states are the ones where each coordinate is greater than $k$.

The next main difference is that whereas we find the optimal deterministic Master, Abernethy et al. [1] bound the expected error of a Master that predicts randomly. The very point of their work was to compute the improvement that a random Master could achieve over the best possible deterministic master, which, in their setting, was known to be the Binomial Weights algorithm of Cesa-Bianchi et al. [11]. Hence, their techniques are suited for finding optimal random Master algorithms, which is not the question we study here.
4.2 A master strategy for choosing weights

We describe a strategy of the master for choosing a distribution on the experts in each round. Computing this strategy requires playing a different type of game called a drifting game introduced by Schapire ([44]), which we have already briefly encountered in Chapter 3. We begin with an abstract definition of the game, and then go on to show how such games can be used to derive the BW algorithm [11], which is the optimal (in the broadest possible sense) master strategy in the case of binary experts. We then show how similar ideas can be used to derive a master algorithm for continuous experts.

4.2.1 Drifting Games

A drifting game is played by a shepherd and \( m \) sheep (also known as chips in [44]). In general, sheep exist in \( \mathbb{R}^d \); however, in this chapter, we only consider drifting games in which \( d = 1 \). The game proceeds through \( T \) rounds. In each round \( t \), the following happen:

- The shepherd chooses a weight \( w_t^i \in \mathbb{R} \) for each sheep \( i \). The sign indicates the direction he intends the sheep to move, and the magnitude encodes the importance he places on that sheep.

- Sheep \( i \) responds by shifting by \( z_t^i \), where \( z_t^i \) belongs to a fixed set of directions \( B \). Additionally, the following drifting constraint is obeyed

\[
\sum_{i=1}^{m} w_t^i z_t^i \geq \delta \sum_{i=1}^{m} |w_t^i|. \tag{4.1}
\]

Here \( \delta \geq 0 \) and \( B \subseteq \mathbb{R} \) are parameters of the game.

The shepherd suffers a loss \( L(s) \) for every sheep that is at location \( s \in \mathbb{R} \) at the end of the game; here \( L : \mathbb{R} \to \mathbb{R} \) is a real function on the space. Initially, all the
sheep are at the origin, so at the end of the game, sheep $i$ is at $\sum_{t=1}^{T} z_{t}^i$. The goal of the shepherd is to choose weights in a way that would minimize its average loss $\frac{1}{m} \sum_i L(\sum_t z_{t}^i)$, assuming the worst behavior from the sheep.

Schapire [44] suggests a shepherd strategy OS based on a set of potential functions $\phi_t : \mathbb{R}^d \to \mathbb{R}$ defined recursively as follows:

- $\phi_T(x) = L(x)$
- $\phi_{t-1}(x) = \min_{w \in \mathbb{R}} \max_{z \in B} (\phi_t(x + z) + wz - \delta|w|)$.

Denoting by $s_{t}^i$ the position of sheep $i$ at time $t$, the OS algorithm chooses $w_{t}^i$ as follows

$$w_{t}^i \in \arg\min_{w \in \mathbb{R}} \max_{z \in B} (\phi_{t+1}(s_{t}^i + z) + wz - \delta|w|).$$

(4.2)

(In this chapter, we regard $\arg\min$ or $\arg\max$ as returning the set of all values realizing the minimum or maximum.) Note that the time subscripts $t$ on the potentials and the weights run in the opposite direction to that used in Chapter 3. This is only a superficial notational difference, and does not affect the results. We choose this over here since they match more closely the notation in the paper [44], whose results we will be heavily relying on. Schapire [44] provides an upper bound on the performance of the OS algorithm, and argues that (under some natural assumptions) it is optimal when the number of sheep $m$ is very large. We record the results in the theorem below.

**Theorem 4.1** (Drifting Games [44]). If $B$ is a bounded subset of $\mathbb{R}$, and $L$ is locally bounded, then the loss suffered by the OS algorithm is upper bounded by $\phi_0(0)$, where $\phi$ is defined as above. Additionally, if $B$ contains both positive and negative numbers of magnitude greater than $\delta$, and $L$ is globally bounded, then, given any $\varepsilon > 0$, for sufficiently large $m$, the sheep can force any shepherd algorithm to suffer at least $\phi_0(0) - \varepsilon$ loss at the end of the game.
4.2.2 Learning with binary experts using drifting games

Consider our expert learning model with the change that experts make \{−1, +1\} instead of continuous predictions. The Binomial Weights algorithm [11] is the best possible master strategy for this problem, even among master algorithms not restricted to predicting a weighted majority of the experts’ predictions at each stage. We show how a master can simulate a drifting game to derive a strategy for choosing weights on the experts so as to perform as well as the BW algorithm.

The drifting game parameters are \( B = \{-1, +1\} \) and \( \delta = 0 \), and the loss function is \( L(s) = 1(x \leq 2k - T) \). The number of rounds is \( T = T_0 + 1 \) where \( T_0 \) will be specified later. For every expert, there is a sheep. At the beginning of a round, the master uses the shepherd’s choice \( w_1, \ldots, w_m \) for that round to assign weights to experts. After seeing the expert predictions \( x_i \) and the label \( y \) produced by the adversary, the master causes sheep \( i \) to drift by \( z_i = -yx_i \). The drifting constraint (4.1) holds since we are in the conservative setting and assume a mistake is made by the master in each round. Schapire [44] shows that the resulting algorithm is equivalent to BW, for a certain choice of \( T_0 \).

We use the notation \( \left( \frac{q}{\leq k} \right) \) to denote \( \sum_{i=0}^{k} \left( \frac{q}{i} \right) \).

**Theorem 4.2** (Learning with Binary Experts [11],[44]). *Consider the expert learning model described in Section 4.1, with the change that the expert predictions lie in \{−1, +1\}. For this problem, when \( T_0 \) is set to be

\[
\max \left\{ q \in \mathbb{N} : q \leq \lg m + \lg \left( \frac{q}{\leq k} \right) \right\}
\]

(4.3)

the number of mistakes made by the master algorithm described in this section is upper bounded by \( T_0 \). Further, the resulting algorithm can be computed efficiently.*

**Proof.** At the heart of the proof, and the reason behind our choice of \( T_0 \), lies the following result which was proved by Schapire [44]: If a drifting game with parameters
\[\delta = 0, B = \{-1, +1\}\] and loss function \(L(x) = 1(x \leq 2k - T)\) is played for \(T\) rounds, then \(\phi_t\) can be computed exactly, yielding

\[
\phi_0(0) = 2^{-T} \left( \frac{T}{k} \right). \quad (4.4)
\]

Note that the position of a sheep after \(t\) rounds is \(2M - t\), where \(M\) is the loss suffered by the corresponding expert until then. Since we are guaranteed a mistake bound of at most \(k\) on some expert, we always have \(\sum_i L(s_i^t) \geq 1\), where \(s_i^t\) is sheep \(i\)'s position after \(t\) rounds of play. If the game could continue for \(T = 1 + T_0\) rounds, using Theorem 4.1 and (4.4) we would have the following contradiction:

\[
\frac{1}{m} \leq \frac{1}{m} \sum_i L(s_i^T) \leq \phi_0(0) = 2^{-T} \left( \frac{T}{k} \right) < \frac{1}{m}.
\]

The last inequality follows from the fact that \(T_0\) was chosen to satisfy \(T_0 = \max\{\text{number of rounds} : \phi_0(0) \geq \frac{1}{m}\}\). This upper bounds the maximum number of rounds for which the game can continue, or equivalently, the maximum number of mistakes our master algorithm makes, by \(T_0\).

4.2.3 Drifting games for continuous experts

The same approach from the previous section can be applied to our expert learning model, where experts make \([-1, +1]\) predictions. The drifting game parameter \(B\) changes to \(B = [-1, +1]\), and a new expression for \(T_0\) has to be chosen; everything else remains the same. We summarize the master strategy in Algorithm 2, where we choose \(T_0 = \max \left\{ q \in \mathbb{N} : q \leq \lg m + \lg \left( \frac{T+1}{\leq k} \right) \right\}\). We can now state our first main result.

**Theorem 4.3** (Learning with Continuous Experts). Consider the expert learning model described in Section 4.1. For that problem, the loss of the master algorithm
Algorithm 2 Master algorithm for continuous experts

Require: $k$ - mistake bound, $m$ - number of experts

$T_0 \leftarrow \max \left[ q \in \mathbb{N} : q \leq \lg m + \lg \left( \frac{T+1}{\leq k} \right) \right]$

$B \leftarrow [-1, +1]$, $L \leftarrow 1(x \leq 2k - T)$

$\delta \leftarrow 0$

Setup drifting game with $T = 1 + T_0$, $B, \delta, L$, and shepherd OS

{Note: Game cannot continue beyond $T_0$ rounds}

for $t = 1$ to $T_0$

Accept $w^t_1, \ldots, w^t_m$ from shepherd (Algorithm 3)

Accept predictions $x^t_1, \ldots, x^t_m$ from experts.

Predict $\hat{y}^t = \text{sign} \left( \sum_i w^t_i x^t_i \right)$

Accept label $y^t$ from adversary.

For each $i$, make sheep $i$ drift by $z^t_i \triangleq -y^t x^t_i$

end for

The described in Algorithm 2 is upper bounded by $T_0$, which is equal to

$$\max \left[ q \in \mathbb{N} : q \leq \lg m + \lg \left( \frac{q + 1}{\leq k} \right) \right].$$

(4.5)

The bound for continuous experts looks very similar to the one for binary experts, except $\lg \left( \frac{q}{\leq k} \right)$ in (4.3) is replaced by $\lg \left( \frac{q+1}{\leq k} \right)$ in (4.5). Roughly, this means the continuous bound is twice as much as the binary one.

As in learning with binary experts, the choice of $T_0$ in Theorem 4.3 is dictated by the analysis of the drifting game used for playing with continuous experts. This analysis also constitutes our main technical contribution, and is summarized in the next theorem, but we defer a proof until the next section.

Theorem 4.4 (Drifting Games for $[-1, +1]$ Experts). Consider the drifting game with parameters $\delta = 0$, $B = [-1, +1]$, total number of rounds $T$ and loss function $L(x) = 1(x \leq 2k - T)$. The value of the potential function for this game at any
integer point $s + 2k - T$ is given by

$$
\phi_{T-t}(s + 2k - T) = \begin{cases} 
1 & \text{if } s \leq 0 \\
1 - 2^{-t} \sum_{i=0}^{s-1} \left( \frac{t}{i+1} \right) & \text{else.}
\end{cases}
$$

(4.6)

In particular we have

$$
\phi_0(0) = 2^{-T} \left( T + 1 \leq k \right).
$$

Further, the OS strategy for this game can be computed efficiently.

**Proof of Theorem 4.3.** Observe that $T_0 = \max \{ \text{number of rounds : } \phi_0(0) \geq \frac{1}{m} \}$, where $\phi_0$ is the potential associated with the drifting game in Theorem 4.4. The rest of the proof is the same as that for Theorem 4.2.

We can loosely upper bound the expression for the number of mistakes in Theorem 4.3 by

$$
2k + \ln m \left( 1 + \sqrt{1 + \frac{4k}{\ln m}} \right) - 1.
$$

In Section 4.4 we will prove that, when the number of experts $m$ is around $2^k$, the mistake guarantee given in Theorem 4.3 is the best possible, up to an additive $O(\log k)$ term, when considering master algorithms that predict a weighted majority of the experts’ predictions in each round. When $m \geq 2^{2k}$, our upper bound is exactly tight as shown in the Appendix.

### 4.3 Analysis of drifting games for continuous experts

In this section we analyze the continuous drifting game and prove Theorem 4.4. Throughout we will be using the following two facts: $\phi_t$ is decreasing, and takes values in $[0, 1]$. These facts were proved more generally by Schapire [44].
We begin with a technical result necessary for proving Theorem 4.4.

**Theorem 4.5 (Piecewise Convexity).** For every round $t$, $\phi_t$ is piecewise convex with pieces breaking at integers, i.e., for every integer $n$, $\phi_t$ is convex in $[n, n+1]$.

The proof of this theorem is complicated and we defer it to Section 4.5. The proof relies on Lemma 4.6, which will also be useful otherwise. The lemma gives us a tool for recursively computing the potentials $\phi_t$. It can be proved using a more general result in [44], but here we give a direct proof for the case of interest.

**Lemma 4.6.** If $\phi_t$ is piecewise convex with pieces breaking at integers, then for $s \notin \mathbb{Z}$,

$$
\phi_{t-1}(s) = \max \left\{ \frac{z\phi_t(s+z') - z'\phi_t(s+z)}{z-z'} : z, z' \in Z, zz' < 0 \right\} \quad (4.7)
$$

where

$$
Z = \{ z \in [-1, +1] : s + z \in \mathbb{Z} \} \cup \{-1, +1\}. \quad (4.8)
$$

For $s$ integral, $\phi_{t-1}(s)$ is the maximum of $\phi_t(s)$ and the above expression.

**Proof.** By definition

$$
\phi_{t-1}(s) = \min_w \max_{z \in [-1, +1]} (\phi_t(s+z) + wz).
$$

For fixed $s$ and $w$, our assumptions imply that $\phi_t(s+z) + wz$ is piecewise convex in $z$. As $z$ varies over the convex set $[-1, +1]$, the maximum will be realized either at an endpoint, $-1$ or $1$, or when $s + z$ lies at one of the endpoints of the convex pieces, which happens at the integers. This shows that we can restrict $z$ to $Z$ while evaluating $\phi_{t-1}(s)$. 
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Denote by $\Delta$ the simplex of distributions over $Z$. By the discussion above,

$$
\phi_{t-1}(s) = \min_w \max_{z \in Z} (\phi_t(s + z) + wz)
$$

$$
= \min_w \max_{p \in \Delta} \mathbb{E}_{z \sim p} \{\phi_t(s + z) + wz\}
$$

$$
= \max_{p \in \Delta} \min_w \mathbb{E}_{z \sim p} \{\phi_t(s + z) + wz\}
$$

where the last equality comes from Corollary 37.3.2 of [40]. Interpreting the right side as the Lagrangian dual we may compute $\phi_{t-1}(s)$ as the solution to the following optimization problem

$$
\max_{p \in \Delta} \mathbb{E}_{z \sim p} \{\phi_t(s + z)\}
$$

s.t. \hspace{1cm} \mathbb{E}_{z \sim p}[z] = 0.

The above is a linear program and is hence optimized at vertices of the polytope $\{p \in \Delta : \mathbb{E}_{z \sim p}[z] = 0\}$, which are mean-zero distributions supported on two points $z, z'$ of opposite signs, or concentrated on 0 when feasible, i.e., when $s \in Z$. Maximizing $\mathbb{E}_{z \sim p} \{\phi_t(s + z)\}$ over such vertices $p$ yields the lemma. 

As a corollary, we show how the OS algorithm may use the potentials to compute weights according to (4.2).

**Corollary 4.7.** In round $t-1$, the OS algorithm puts the following weight on a sheep at location $s$

$$
w^* \triangleq - \left( \frac{\phi_t(s + z_2) - \phi_t(s + z_1)}{z_2 - z_1} \right), \tag{4.9}
$$

where $z_1 < 0 < z_2$ realize the maximum in the right hand side of (4.7).

**Proof.** We need to show

$$
\forall z \in [-1, +1] : \phi_t(s + z) + w^* z \leq \phi_{t-1}(s).
$$
As in the proof of Lemma 4.6, the maximum of the left hand side is attained by some \(z\) lying in \(Z\) (defined in (4.8)). Positive and negative \(z\) need to be handled separately but are symmetric (the case \(z = 0 \in Z\) occurs only when \(s\) is integral; but for such \(s\), Lemma 4.6 tells us \(\phi_{t-1}(s) \geq \phi_t(s) = \phi_t(s + 0) + w^* \cdot 0\) anyway). Therefore it suffices to show

if \(z \in Z, z > 0\), then \(\phi_t(s + z) + w^* z \leq \phi_{t-1}(s)\).

Call the expression being maximized in (4.7) \(f(z', z)\) and rewrite it as

\[ f(z', z) = \phi_t(s + z') - s(z', z)z'. \]

where \(s(z', z)\) denotes the slope \((\phi_t(s + z) - \phi_t(s + z')) / (z - z')\). Note both \(s, f\) are symmetric functions of their arguments. Since

\[ z_1 < 0 < z_2 \in \arg \max_{z, z' \in Z: z' < 0 < z} \phi_t(s + z') - s(z', z)z', \]

we may conclude

\[ w^* = -\max_{0 < z \in Z} s(z_1, z). \tag{4.10} \]

Finish by observing

\[
\phi_{t-1}(s) \geq \max_{0 < z \in Z} f(z, z_1) \text{ (Lemma 4.6)} \\
= \max_{0 < z \in Z} \phi_t(s + z) - s(z_1, z)z \\
\geq \max_{0 < z \in Z} \phi_t(s + z) + w^* z \text{ (by 4.10)} \]

\[ \square \]

It is now straightforward to prove Theorem 4.4.
Proof of Theorem 4.4: Theorem 4.5 and Lemma 4.6 imply that for integer points $s$

\[ \phi_{t-1}(s) = \max \left\{ \phi_t(s), \frac{\phi_t(s-1) + \phi_t(s+1)}{2} \right\}. \quad (4.11) \]

One can finish the proof by directly substituting into (4.11) the expression for $\phi_t(s)$ given in (4.6), and verifying that the inequality holds. We omit calculations.

Corollary 4.7 shows how the shepherd computes weights in each round. The OS routine is summarized in Algorithm 3. All we now need is a way to efficiently compute the potentials using recurrences (4.7) and (4.11). Note the value of $\phi_t$ at point $s$ depends upon values at $\mathbb{Z}$ and $s + \mathbb{Z}$. An easy induction yields for all $t$, $\phi_t(s) = 1$ for $s \leq 2k - T$ and $\phi_t(s) = 0$ for $s \geq T$. Standard dynamic programming techniques can now be used to compute $\phi_t(s)$ in time polynomial in $T$.

\begin{algorithm}
\caption{OS subroutine: initialized with $T, B, \delta, L$ from Algorithm 2}
\textbf{Require:} Current round $t$ and positions $s^t_1, \ldots, s^t_m$ of each sheep: $s^t_i = \sum_{t' \leq t} z^t_i$ (see Algorithm 2 for a definition of $z^t_i$)

\textbf{for} each sheep $i$ \textbf{do}
  \begin{itemize}
  \item $Z \leftarrow [-1, \lceil s^t_i \rceil - s^t_i, \lceil s^t_i \rceil - s^t_i, +1]$ as in (4.8)
  \item Pick $z, z' \in Z$ maximizing, as in (4.7),
  \[ \frac{z\phi_{T-(t-1)}(s+z') - z'\phi_{T-(t-1)}(s+z)}{z-z'} \]
  \item Set $w^t_i \leftarrow \frac{\phi_{T-(t-1)}(s+z') - \phi_{T-(t-1)}(s+z)}{z-z'}$ as in (4.9)
  \end{itemize}
\textbf{end for}

\textbf{return} $w^t_1, \ldots, w^t_m$
\end{algorithm}

Notice that (4.11) is the same as what we would get if the sheep were allowed to drift only by $-1, 0, +1$ at each time step. Correspondingly, in terms of provable upper bounds, our algorithm performs no worse with continuous experts than it does with abstaining experts, while with binary experts, the upper bound on performance is a tiny bit better. Combined with our lower bound results, this implies that, for
sufficiently many experts, abstaining experts are exactly as powerful as continuous ones, while binary experts are only slightly less powerful.

4.4 Lower Bounds

In this section we provide lower bounds for on-line learning with continuous experts which almost match the upper bounds of Theorem 4.3, thus showing that the drifting game based on Algorithm 2 is near optimal. The bounds we obtain are weaker than those provided in the Appendix (which exactly match the upper-bounds derived in the previous section). We nevertheless include these, since the arguments are much simpler, and do not require the number of experts to depend on the mistake bound. The main result of this section is the following theorem.

Theorem 4.8 (Lower bound for expert learning). Consider the expert learning model defined in Section 4.1. For every master algorithm, the adversary can choose labels and cause the experts to make predictions in each round in a manner so as to force the master algorithm to suffer a loss of

\[
\max \left\{ q \in \mathbb{N} : q < \log \left( \frac{m}{\sqrt{k}} \right) + \log \left( \frac{q + 1}{k} \right) + \Theta(1) \right\}
\]

(4.12)

where \( \Theta(1) \) is a quantity bounded between some absolute constants \( c_1 \) and \( c_2 \).

The loss bound given above, and the upper bound in (4.5) define the smallest integer \( T \) such that \( 2^{-T} (\frac{T+1}{\leq k}) \) is less than \( O \left( \frac{\sqrt{k}}{m} \right) \) and \( \frac{1}{m} \), respectively. Since \( O(\log m) \) rounds will always be necessary, and \( 2^{-T} (\frac{T+1}{\leq k}) \) decreases exponentially fast when \( T > 3k \), we see that the gap between the upper and lower bounds is only \( O(\log k) \) when the number of experts \( m \) is around \( 2^k \). When the number of experts is much larger \( (m > 2^{2k}) \), a very different and highly involved analysis included in the Appendix shows that there is essentially no gap between the upper and lower bounds.
The proof of Theorem 4.8 consists of showing how an adversary in the expert model can exploit adversarial sheep movement in the drifting game to force any master algorithm to suffer high loss. This is the converse of what we saw in Section 4.2.3 where a well performing shepherd algorithm gave rise to master algorithms suffering low loss. At the heart of the proof of Theorem 4.8 is the following result on drifting games, showing how the sheep may drift without violating the drifting constraint, and yet cause any shepherd a large amount of loss.

**Theorem 4.9.** Consider the drifting game with parameters $\delta = 0$, $B = [-1, +1]$, number of rounds $T$ and loss function $1(x \leq 2k - T)$. For any shepherd algorithm, there exists a strategy for the sheep that causes the shepherd to suffer a loss of

$$\phi_0(0) - \frac{\Theta(\sqrt{k})}{m}$$

at the end of the game.

We prove Theorem 4.9 in the next section, but first we show how it can be used to prove Theorem 4.8.

**Proof of Theorem 4.8:** The adversary in our expert model (defined in Section 4.1) simulates a drifting game in $\mathbb{R}$, with parameters as above. The drifting game is played for $T$ rounds, where $T$ is given by the expression (4.12). For every expert, there is a sheep. At the beginning of a round, if the master places weights $w_1, \ldots, w_m$ on the experts, the adversary causes the shepherd to drive each sheep $i$ in direction $w_i$. If the sheep drift in direction $z_1, \ldots, z_m$, the adversary causes expert $i$ to predict $x_i = z_i$ (remember the adversary controls expert predictions). The drifting constraint $\sum_i w_i z_i \geq \delta = 0$ ensures that the weighted majority prediction of the master is 0 or 1. The adversary then outputs the label $y = -1$, causing the master to make a mistake in each round.
Note that the position of a sheep after \( t \) rounds is \( 2M - t \) where \( M \) is the loss suffered by the corresponding expert until then; thus an expert has suffered at most \( k \) loss if and only if the corresponding sheep lies at a point less than \( 2k - T \) at the end of the game. Hence, by our choice of loss function, the mistake bound on the experts is equivalent to ensuring the constraint that the loss suffered by the shepherd algorithm is strictly positive at the end of the game, so that at least one sheep has a final loss of 1.

Theorem 4.9 guarantees that the sheep can drift in a way so that the shepherd suffers at least \( \phi_0(0) - \Theta(\sqrt{k})/m \) loss, where we know from Theorem 4.4 that \( \phi_0(0) = (T+1)_{\leq k} \). Our choice of \( T \) satisfies \( \phi_0(0) - \Theta(\sqrt{k})/m > 0 \), completing the proof.

### 4.4.1 Lower bound for drifting game

We prove Theorem 4.9. Schapire (\[44\]) provides a similar though slightly weaker lower bound \( \phi_0(0) - O(T/\sqrt{m}) \) instead of \( \phi_0(0) - (\sqrt{k}/m) \) which leads to considerably weaker expert learning lower bounds. The reason is that Schapire’s arguments hold for much more general drifting games. By carefully tailoring his proof to our specific learning model, we achieve significant improvements.

**Proof of Theorem 4.9.** We will show that on round \( t \), the sheep can choose to drift in directions \( z_i \) so that

\[
\frac{1}{m} \sum_i \phi_{t+1}(s_i^{t+1}) \geq \frac{1}{m} \sum_i \phi_t(s_i^t) - \frac{U_t}{m}.
\]

Here \( s_i^t \) is the position of sheep \( i \) in round \( t \), and

\[
U_t \triangleq \max_{s^t} \frac{\phi_{t+1}(s^t - 1) - \phi_{t+1}(s^t + 1)}{2}
\]

where the maximum is taken over all possible integral positions \( s^t \) of any sheep in round \( t \). Note that this is different from the set of all possible positions, since the
movement of the sheep is restricted to change by at most +1 or −1 in each round. Among the possible positions, we take supremum over only those positions which happen to lie at an integer.

Repeatedly applying the above yields

$$\frac{1}{m} \sum_{i} L(s_i^T) \geq \phi_0(0) - \frac{1}{m} \sum_{t} U_t.$$ 

Appealing to Lemma 4.12 will then produce the desired bound.

For each $i$, $s_i^0 = 0$. Our sheep strategy will choose every drift to be in $\{-1, 0, 1\}$. Hence we may assume $s_i^t \in \mathbb{Z}$ for each $i, t$.

Fix a round $t$. From Lemma 4.6 we have

$$\phi_t(s) = \max \left\{ \phi_{t+1}(s), \frac{\phi_{t+1}(s-1) + \phi_{t+1}(s+1)}{2} \right\}.$$ 

Let $I = \{1, \ldots, m\}$, $I_0 = \{i : \phi_t(s_i^t) = \phi_{t+1}(s_i^t)\}$, $I_1 = I \setminus I_0$. For each $i \in I_0$ we set $z_i^t = 0$. This ensures

$$\sum_{i \in I_0} \phi_{t+1}(s_i^{t+1}) = \sum_{i \in I_0} \phi_t(s_i^t).$$ 

For each $i \in I_1$ we must have

$$\phi_t(s_i^t) = \frac{\phi_{t+1}(s_i^t - 1) + \phi_{t+1}(s_i^t + 1)}{2}.$$ 

For such $i$ we will choose $z_i^t$ in $\{-1, +1\}$. Define $a_i^t = \frac{\phi_{t+1}(s_i^t - 1) - \phi_{t+1}(s_i^t + 1)}{2}$. Then, for each $i \in I_1$,

$$\phi_{t+1}(s_i^{t+1}) = \phi_t(s_i^t) - z_i^t a_i^t$$

since $s_i^{t+1} = s_i^t + z_i^t$. Thus
\[
\sum_{i \in I_1} \phi_{t+1}(s_i^{t+1}) = \sum_{i \in I_1} \phi_t(s_i^t) - \sum_{i \in I_1} z_i^t a_i^t
\]

Note that \(a_i^t \in [0, U_t]\) by definition. If the shepherd weights for this round are \(w_1^t, \ldots, w_m^t\), it suffices to ensure that \(\sum_{i \in I_1} w_i^t z_i^t \geq 0\) while keeping \(\sum_{i \in I_1} a_i^t z_i^t\) below \(U_t\).

By Lemma 4.10 there exists a subset \(P \subseteq I_1\) such that

\[
\left| \sum_{i \in P} a_i^t - \sum_{j \in I_1 \setminus P} a_j^t \right| \leq U_t.
\]

Assume without loss of generality that \(\sum_{i \in P} w_i^t - \sum_{i \in I_1 \setminus P} w_j^t \geq 0\). Then assigning \(z_i^t = +1\) for \(i \in P\) and \(z_i^t = -1\) for \(i \in I_1 \setminus P\) would ensure the drifting constraints as well as (4.13), completing our proof.

**Lemma 4.10.** For any sequence \(a_1, \ldots, a_n\) of numbers in \([0, U]\)

\[
\min_{P \subseteq I} \left| \sum_{i \in P} a_i - \sum_{j \in I \setminus P} a_j \right| \leq U
\]

where \(I = \{1, \ldots, n\}\).

**Proof.** Define discrepancy to be the argument of the min, and let \(P^*\) realize the minimum. If \(P^*\)'s discrepancy were greater than \(U\), we could transfer any \(a_i\) from the heavier group to get a partition with lower discrepancy, a contradiction.

Notice that the \(U_t\) can be trivially bounded by 1, since the \(\phi_t\) take values in \([0, 1]\). That would give us a lower bound of \(\phi(0) - \frac{T}{m}\). By being more careful, we get the following improvement.
Lemma 4.11. Define $U_t$ as in (4.14). Then

$$U_{T-t} = \begin{cases} 2^{-t} \left( \frac{t}{k} \right) & \text{if } t > 2k \\ 2^{-t} \left( \frac{t}{\lceil \frac{t}{2} \rceil} \right) & \text{if } t \leq 2k. \end{cases}$$

Proof. Using (4.6), we have, for $s \geq 0$

$$\frac{1}{2} \left[ \phi_{T-t}(s-1+2k-T) - \phi_{T-t}(s+1+2k-T) \right] = 2^{-t-1} \left( \left( \frac{t}{\lceil t+\frac{1}{2} \rceil} \right) + \left( \frac{t}{\lceil t+\frac{s}{2} \rceil} \right) \right). \quad (4.15)$$

Let $s + 2k - T$ be the position of a sheep at the end of $T - t$ rounds. Since it can drift by at most $-1$ in the negative direction in any round, we have $s + 2k - T \geq t - T$ so that $s \geq t - 2k$. We take two cases, depending on the value of $k$.

Suppose $t > 2k$. Then $s \geq t - 2k \geq 1$. Since (4.15) is larger for smaller (and non-negative) $s$, we can plug in $s = t - 2k$ to compute $U_{T-t}$.

$$U_{T-t} = 2^{-t-1} \left( \left( \frac{t}{\lceil 2t-2k-1 \rceil} \right) + \left( \frac{t}{\lceil 2t-2k \rceil} \right) \right) = 2^{-t} \left( \frac{t}{t-k} \right) = 2^{-t} \left( \frac{t}{k} \right).$$

When $t \leq 2k$, $s$ can be less than 1. If $s < 0$, the left hand side of (4.15) is zero. If $s = 0$, the right hand side of the same equation equals $2^{-t} \left( \frac{t}{\lceil \frac{t}{2} \rceil} \right)$. Hence for $t \leq 2k$, $U_{T-t} = 2^{-t} \left( \frac{t}{\lceil \frac{t}{2} \rceil} \right)$.

Lemma 4.12. Define $U_t$ as in (4.14). Then, $\sum_t U_t \leq \Theta(\sqrt{k})$.

Proof. Lemma 4.11 yields

$$\sum_t U_t = \sum_{t>2k} U_t + \sum_{t \leq 2k} U_t = \sum_{t>2k} 2^{-t} \left( \frac{t}{k} \right) + \sum_{t \leq 2k} 2^{-t} \left( \frac{t}{\lceil \frac{t}{2} \rceil} \right).$$
The terms in the first summation decrease by at least a factor of $3/4$ successively, so that we can upper bound it by $4(2^k)$. Stirling’s approximation yields $\binom{t}{\frac{t}{2}} < \frac{O(1)}{\sqrt{t}}$ for all positive integers $t$. Hence we have

$$\sum_t U_t \leq \frac{4}{\sqrt{2^k}} + \sum_{t\leq 2k} \frac{O(1)}{\sqrt{t}} = \Theta(\sqrt{k})$$

completing our proof.

4.5 Proof of Theorem 4.5

In this section we prove Theorem 4.5, which states that the potentials arising out of drifting games against continuous experts are not too complicated, but are in fact piecewise convex. Without this result, none of the computations would be possible. This is also the main reason lying behind the surprising fact that continuous experts are no stronger than abstaining ones, given a large number of experts.

We prove the Theorem by (backward) induction on time steps. Our proofs would be far simpler if we could inductively assume convex, rather than piecewise-convex, potentials at later time steps. Unfortunately, this is not the case, e.g. the end-potential is the non-convex $0 - 1$ loss function. The considerably weaker piecewise-convex condition causes many technical complications, and our proof is rather long and messy. The main ingredient is Lemma 5, proved below. We first show how this lemma suffices to prove the theorem.

Proof of Theorem 4.5: Lemma 4.13 shows that $\phi_t$ is convex in $(n, n+1)$. Since $\phi_t$ is decreasing, it is right-convex at $n$. We are left to show $\phi_t$ is left convex at $n + 1$; since $\phi_t$ is convex and decreasing in $(n, n+1)$, this is equivalent to showing $\phi_t$ is left-continuous at $n + 1$. Inductively, $\phi_{t+1}$ is decreasing and convex in $[n, n+1]$, and hence necessarily left-continuous at $n + 1$. Since $\phi_t(n+1)$ is decreasing, it suffices to
show

\[ \phi_t(n + 1) \geq \lim_{s \to (n+1)^-} \phi_t(s). \]

By (4.7), for \( s \in (n, n + 1) \), \( \phi_t(s) \) is either

\[ \frac{\phi_{t+1}(s - z_1) + z_1 \phi_{t+1}(s + 1)}{1 + z_1}, \]

where \( z_1 \in [1, s - n] \), or

\[ \frac{(n + 1 - s) \phi_{t+1}(s - z_1) + z_1 \phi_{t+1}(n + 1)}{n + 1 - s + z_1}. \]

As \( s \to (n + 1)^- \), the first expression tends to

\[ \frac{\lim_{s_1 \to n^-} \phi_{t+1}(s_1) + \lim_{s_2 \to (n+2)^-} \phi_{t+1}(s_2)}{2} = \frac{\phi_{t+1}(n) + \phi_{t+1}(n + 2)}{2}, \]

where the equality holds since by induction, \( \phi_{t+1} \) is left continuous at integers. Similarly, the second expression tends to \( \phi_{t+1}(n + 1) \). Therefore,

\[ \lim_{s \to (n+1)^-} \phi_t(s) \leq \max \left[ \phi_{t+1}(n + 1), \frac{\phi_{t+1}(n) + \phi_{t+1}(n + 2)}{2} \right]. \]

But the right hand side of the above equation is \( \phi_t(n + 1) \) by (4.11). This completes the proof.

**Lemma 4.13.** For every integer \( n \) and round \( t \), \( \phi_t \) is convex in \((n, n + 1)\).

**Proof.** By backwards induction on \( t \). The base case holds since \( \phi_T \) is the loss function \( 1(x \leq 2k - T) \). Assume \( \phi_{t+1} \) is piecewise convex. Fix any integer \( n \in \mathbb{Z} \). We have to show that \( \phi_t \) is convex in \((n, n + 1)\). Recall that, for non-integral points \( s \), Eqs (4.7)
and (4.8) state that $\phi_t = \max\{H_{13}, H_{23}, H_{14}, H_{24}\}$ where

$$H_{ij}(s) = \frac{z_i \phi_{t+1}(s + z_j) - z_j \phi_{t+1}(s + z_i)}{z_i - z_j},$$

and $(z_1, z_2, z_3, z_4) = (-1, n - s, n + 1 - s, +1)$. Checking that $H_{14}$ and $H_{23}$ are convex is straightforward. It turns out that $H_{13}$ and $H_{24}$ need not be convex. However, below we show that $\max\{H_{23}, H_{24}\}$ is convex, and a very similar proof works for showing $\max\{H_{23}, H_{13}\}$ is convex. As the supremum of convex functions is convex (Theorem 5.5 [40]), and because $\phi_t$ can be written as $\phi_t = \max\{\max\{H_{23}, H_{13}\}, \max\{H_{23}, H_{24}\}, H_{14}\}$, we are done.

We begin by making our task of showing $\max\{H_{23}, H_{13}\}$ is convex a little easier. The next lemma shows that it suffices to show only local convexity, meaning every point in the domain has a neighborhood over which the function is convex. The proofs of this and other technical lemmas are given later.

**Lemma 4.14.** A locally convex function on $(0, 1)$ is convex.

We eliminate a degenerate case before proceeding. If $\phi_{t+1}(n) = 0$, then $\phi_{t+1}(s) = 0$ for $s \geq n$, and $H_{24}$ ends up being the 0 function. Then $\max\{H_{23}, H_{24}\} = H_{23}$ is convex. So assume $\phi_{t+1}(n) > 0$.

If $H_{24}$ were locally convex, then it would immediately follow that $\max\{H_{23}, H_{24}\}$ is also locally convex. Unfortunately, $H_{24}$ may fail to be convex in some neighborhood. We instead show that in any neighborhood, either $H_{24}$ is convex, or $H_{23} \geq H_{24}$, which suffices. The conditions for each fact to hold are given in the next two lemmas.

Since we are in the non-degenerate case ($\phi_{t+1}(n) > 0$), we can algebraically simplify the conditions by introducing some notation. To that end, we define functions $f, g : (0, 1) \to \mathbb{R}$

$$f(x) = \frac{\phi_{t+1}(n + 1 + x)}{\phi_{t+1}(n)} \quad , \quad g(x) = \frac{f(x) - 1}{1 + x} \quad (4.16)$$
and we continuously extend them at 0.

**Lemma 4.15.** Let $f, g$ be as in (4.16). Then $\max\{H_{23}, H_{24}\} = H_{23}$ at a point $(n+x)$ if $g(0) \geq g(x)$.

*Proof.* Using $\phi_{t+1}$ is decreasing, $f(0) \leq \frac{\phi_{t+1}(n+1)}{\phi_{t+1}(n)}$. The rest is simple algebra. □ □

**Lemma 4.16.** Let $f, g$ be as in (4.16). Then the left derivative $f^L$ of $f$ exists. Further, if $g(x) \leq f^L(x)$ in some open set $U$, then $H_{24}$ is convex in the neighborhood $n+U$.

The conditions in Lemmas 4.15 and 4.16 motivate the following definition.

**Definition 4.17.** Let $f : [0, 1) \to \mathbb{R}$ have a left-derivative $f^L$ at all points, and define $g : [0, 1) \to \mathbb{R}$ as in (4.16). Then $f$ satisfies the max-convex condition if around every point there is a neighborhood $U \subseteq [0, 1)$ for which at least one of the following holds:

- $\forall x \in U : g(0) \geq g(x)$.
- $\forall x \in U : g(x) \leq f^L(x)$.

If $f$ satisfies the max-convex condition, then our proof is complete, since then either Lemma 4.15 or Lemma 4.16 will apply. In either case, $\max\{H_{23}, H_{24}\}$ is locally convex. A picture providing intuition for why this might happen is given in Figure 4.1.

Continuing with our proof, observe that (4.16) defines $f$ to be a positive scaling of $\phi_{t+1}$, which is convex by the inductive assumption. By construction, $f$ is continuous at 0 and hence convex in $[0, 1)$. By Theorem 10.1 of [40], convexity of $f$ implies continuity in $(0, 1)$ as well. It turns out that by the next lemma these properties are sufficient.

**Lemma 4.18.** Every convex, continuous $f : [0, 1) \to \mathbb{R}$ satisfies the max-convex condition.
We are now done showing Lemma 4.13, except for proving Lemmas 4.14, 4.16 and 4.18 which we do next. We will use the following standard fact about convex functions (Theorems 23.1 and 24.1 in [40]).

**Lemma 4.19.** If $f$ is convex in a neighborhood, then its left derivative $f^L$ exists and may be defined as

$$f^L(x) = \sup_{y<x} \frac{f(x) - f(y)}{x - y}. \quad (4.17)$$

Further, $f^L$ is non-decreasing and left continuous.

**Proof of Lemma 4.14.** Suppose a function $F$ is convex on $(a, b)$ and $(c, d)$ with $a < c < b < d$. We show $F$ is convex on $(a, d)$. Take any three points $x < y < z \in (a, d)$. It suffices to show $s_{x,y} \leq s_{y,z}$ where $s_{p,q}$ denotes the slope between points $(p, F(p))$ and $(q, F(q))$. Consider any two points $u, v \in (c, b)$. Let the set of five points $\{x, y, z, p, q\}$ in increasing order be $p_1, \ldots, p_5$. Then every three adjacent points lie entirely in $(a, b)$ or $(c, d)$; hence the slopes $s_{p_i, p_{i+1}}$ are increasing, and it follows that $s_{x,y} \leq s_{y,z}$ will hold.

Now consider any compact set $[a, b]$ with $0 < a \leq b < 1$. Since $F$ is locally convex, every point in $(0, 1)$ has an open interval containing it where $F$ is convex. These form an open cover of $[a, b]$ and hence there is a minimal finite sub-cover $(a_1, b_1), \ldots, (a_N, b_N)$ with $a_1 < \cdots < a_N$ and $b_1 < \cdots < b_N$ by minimality. Using the procedure outlined above, we may conclude that $F$ is convex over $[a, b]$. Since this holds for arbitrary $0 < a$ and $b < 1$, $F$ is convex over $(0, 1)$.

**Proof of Lemma 4.16.** As noted in the proof of Lemma 4.13, $f$ is convex, so that by Lemma 4.19 its left derivative exists. Next observe that function $h$, defined as

$$h(x) \triangleq \frac{1 + xf(x)}{1 + x} = \frac{H_{24}(n + x)}{\phi_{t+1}(n)},$$

is convex on $(0, \infty)$.
is convex in a neighborhood $U$ if and only if $H_{24}$ is convex in $n + U$ (for geometric intuition about $h$, refer to Figure 4.1). For any points $0 < x < y < 1$, and convex combination $z = \lambda x + \mu y$, we get, after some algebra,

$$\lambda h(x) + \mu h(y) - h(z) = \frac{\lambda \mu (y-x)}{1+z} (g(y) - g(x)) + z \frac{(\lambda f(x) + \mu f(y) - f(z))}{1+z}.$$ 

The second term is non-negative since $f$ is convex, and the first term is non-negative if $g$ is non-decreasing. Hence $h$, and thus $H_{24}$, is convex in a region where $g$ is not decreasing, which happens if $0 \leq g^L(x) = \frac{f^L(x) - g(x)}{1+x}$, i.e., $f^L(x) \geq g(x)$.

Proof of Lemma 4.18. We will need the following fact. For any points $x < y \in (0, 1)$

$$g(y) \text{ is a weighted average of } g(x) \text{ and } \frac{f(y) - f(x)}{y-x}. \quad (4.18)$$

We take cases to show that for every point $x$, there is a neighborhood $U$ containing it where either $g(0) \geq g(y) \forall y \in U$, or $f^L(y) \geq g(y) \forall y \in U$.

**case 1: $g(0) > g(x)$:** By the continuity of $f$ and hence $g$, we get $g(0) \geq g(y)$ for $y$ in an interval containing $x$.

**case 2: $g(0) < g(x)$:** We have

$$g(x) < \frac{f(x) - f(0)}{x} \leq f^L(x),$$

since the first inequality follows from (4.18), and the second one from (4.17). By left continuity, $f^L(y) > g(y)$ in a left neighborhood of $x$. For any $y > x$,

$$g(y) \leq \max\{g(x), \frac{f(y) - f(x)}{y-x}\} \quad (\text{by } 4.18)$$

$$\leq \max\{g(x), f^L(y)\} \quad (\text{by } 4.17)$$

$$= f^L(y).$$
The last equality holds since \( f^L \) is increasing and \( f^L(x) > g(x) \).

We have therefore shown \( f^L(y) \geq g(y) \) holds in a neighbourhood of \( x \).

**case 3: \( g(0) = g(x) \):** We have

\[
g(x) = \frac{f(x) - f(0)}{x} \leq f^L(x),
\]

since, the equality follows from \((4.18)\), and the inequality from \((1.17)\). If strict inequality holds, then we are done as in case 2. Otherwise we have \( f^L(x) = \frac{f(x) - f(0)}{x} \).

By Lemma 4.19, \( f^L(x) = \sup_{y < x} \frac{f(y) - f(x)}{y - x} \), so that for any \( y < x \),

\[
\frac{f(x) - f(y)}{x - y} \leq \frac{f(x) - f(0)}{x}.
\]

If strict inequality holds then, since \( \frac{f(x) - f(0)}{x} \) is a weighted average of \( \frac{f(x) - f(y)}{x - y} \) and \( \frac{f(y) - f(0)}{y} \), we get

\[
f^L(x) = \frac{f(x) - f(0)}{x} < \frac{f(y) - f(0)}{y} \leq f^L(y),
\]

a contradiction, since \( f \) convex implies \( f^L \) is non-decreasing. Hence \( \frac{f(x) - f(0)}{x} \) for all \( y < x \) and the segment of the curve \( f \) between \((0, x)\) is a straight line. It follows from \((4.18)\) that \( g(y) = \frac{f(x) - f(0)}{x} \), which in turn is equal to \( f^L(y) \), for \( y \) in a left neighborhood around \( x \); since \( f^L(x) \geq g(x) \) implies \( f^L(y) \geq g(y) \) for \( y \) in a right neighborhood of \( x \) (as shown in case 2), we have \( f^L(y) \geq g(y) \) in some neighborhood of \( x \).

We have considered all cases. The proof follows. \( \square \)
4.6 Connections to boosting with confidence-rated hypotheses

An important application of the theory we derived so far is the design of optimally efficient boosting algorithms when using confidence rated weak hypotheses. Such weak hypotheses map examples not to just binary labels \{-1, +1\}, but to a real number in the unit interval \([-1, +1]\). The sign of the prediction denotes the label, and the magnitude denotes the confidence of the hypothesis in its own prediction. Schapire and Singer \cite{47} have shown that appropriate use of such weak hypotheses can lead to very efficient boosting algorithms. In this section, we see how to apply the results of the previous sections to derive such algorithms.
The results of Schapire \[44\], discussed in Theorem 4.1, show that computing the optimal boosting strategy with confidence rated hypotheses boils down to solving the drifting games recurrence when the response set of the adversary is the unit interval, $B = [-1, +1]$. Accordingly, the relevant recurrence is:

$$
\phi_0 = L
$$

$$
\phi_{t-1}(x) = \min_{w \in \mathbb{R}} \max_{z \in [-1, +1]} (\phi_t(x + z) + wz - \delta|w|),
$$

(4.19)

where $\delta$ represents the edge over random guessing that the weak hypothesis must achieve in each round. Theorem 4.4 solves the above recurrence when the value $\delta = 0$, and a key ingredient was Theorem 4.5 which showed that the potential functions $\phi_t$ were piecewise convex, with pieces breaking at integers. A variation of this latter result can be shown using our previous techniques for non-zero values of $\delta$. The potential still remains piecewise convex, but the break-points could be at any point that is the sum of an integer and a multiple of $\delta$: $\{a + b\delta : a, b \in \mathbb{Z}\}$. The proofs are tedious but straightforward, and are omitted. Figure 4.2 shows the break points of the potential function $\phi_0(s)$ computed using 0-1 loss $L(x) = 1(x \leq 0)$ and number of rounds $T = 40$, for different values of $\delta$. As a consequence, our neat formula (4.6) for calculating the potentials no longer applies for non-zero $\delta$, although a dynamic programming procedure for calculating the value at any point in time poly($T, 1/\delta$) can be derived, using the fact that the potentials still remain piecewise convex, with at most poly($T, 1/\delta$) pieces. Further, by continuity, the potential value is very well approximated by (4.6) for small values of $\delta$. We already saw in Section 3.8 how adaptive strategies arise when the edge is assumed to be infinitesimal, and therefore Theorem 4.4 may prove useful in designing optimally efficient adaptive algorithms for 0-1 error with confidence rated hypotheses. We note that such an approach has
Figure 4.2: Breakpoints of the intervals on which the potential $\phi_0(s)$ is piecewise convex, for various values of $\delta$. Only breakpoints for values of state $s$ between 2 and 4 are considered, and the number of rounds is fixed at $T = 40$. The potential satisfies the recurrence in (4.19), where the loss function is set to be 0-1 error: $L(x) = 1(x \leq 0)$. Different values of $\delta \in \{0, 0.10, 0.25, 0.50\}$ are considered. The gridlines are drawn at every multiple of 0.05.

We can see that the breakpoints occur only at values of the state $s$ which are a sum of some integer multiple of $\delta$ and some integer.

already been implemented in [18] for the case of weak hypotheses that return binary predictions without any confidence attached to them.

## 4.7 Conclusion

In this chapter we designed the optimal deterministic Master algorithm for continuous experts in the mistake bounded model, and computed the exact worst case error it suffers. Computing the optimal random Master algorithm against continuous experts is an open question. A combination of our techniques and the binning algorithm [1] might prove useful there. Finally we show how our techniques may be useful in deriving highly efficient boosting algorithms when the weak hypotheses are confidence rated.
4.8 Appendix: Tight lower bounds

We establish exact tightness of our upper bound (4.5). As a consequence we are able to conclusively show that abstaining experts are as powerful as continuous experts for sufficiently many experts, as well as show that binary experts are strictly less powerful (although only slightly) than abstaining experts for infinitely many games. Our arguments are based on minor modifications of the reasoning in Section 2.3 of [11] and [51].

We set up some notation. An \((m,k)\) game is an on-line expert game with \(m\) experts and \(k\) mistake bound. The optimal number of mistakes made by the Master in an \((m,k)\) game assuming optimal play is denoted by \(q^\ast_{\text{abs}}(m,k)\) and \(q^\ast_{\text{bin}}(m,k)\) for abstaining and binary experts, respectively. We define \(\text{Abs}(q,k) \overset{\Delta}{=} 2q/(\binom{q+1}{\leq k})\), and \(\text{Bin}(q,k) \overset{\Delta}{=} 2^q/(\binom{q}{\leq k})\). Then the upper bounds obtained by us (4.5) and the Binomial Weights (BW) [11] algorithm (4.3) are given by \(\max\{q : \text{Abs}(q,k) \leq m\}\) and \(\max\{q : \text{Bin}(q,k) \leq m\}\), respectively.

4.8.1 Bounds are tight for abstaining

**Theorem 4.20.** For any \(k\) and \(m > 2^{2^k}\), let \(\text{Abs}(q,k) \leq m < \text{Abs}(q+1,k)\). Then,

1. \(q \leq q^\ast_{\text{abs}}(m,k) + 1\).
2. If \(m \geq \text{Abs}(q,k) + 2^k\), then \(q = q^\ast_{\text{abs}}(m,k)\).

It is not difficult to check, that for \(q \gg k\), \(\text{Abs}(q+1,k) - \text{Abs}(q,k) \gg 2^k\), so that condition 2 is satisfied by almost all games.

**Proof of Theorem 4.20.** We assume familiarity with Section 2.3 of [11] and [51]. Consider the following chip game with two players Paul and Carole. There are \(k+2\) bins on the non-negative integer line, initially all at 0. In every round, Paul abstains...
on an arbitrary subset of the chips, and splits the remaining chips arbitrarily into two sets. Then Carole chooses one of the two sets and advances each chip in it by one. Abstaining twice on the same chip causes it to advance by one bin. The game ends when all chips are located beyond \( k \). Carole wants the game to end soon, whereas Paul wants it to drag. Reasoning very similar to that in Section 2.3 of [1] shows that, assuming optimal play, the number of rounds in the chip game is \( q_{\text{abs}}(m, k) \). In the rest of the proof, we describe a strategy for Paul that ensures the game lasts for at least \( q - 1 \) rounds, and when condition 2 is met, for \( q \) rounds.

The strategy consists of three stages. In the first two stages, Paul never abstains, so the state of the game can be described by a configuration \( I = (I_0, \ldots, I_k) \), where \( I_j \) denotes the number of chips in position \( j \) (chips beyond \( k \) do not matter). For any \( r \), define the weight \( W_r(I) \) of configuration \( I \) to be \( \sum_j I_j(r+1) \). Chips in position \( k \) are called pennies. At the end of the first two stages, there will be at most one non-penny remaining.

By choice of \( q \), the weight of the initial configuration given by \( W_q \) is \( m2^q \). The first stage lasts for \( k \) steps at the end of which, like in the proof of Theorem 5 in [1], Paul can reach a configuration \( I^k \) where \( W_q(I^k) = 2^q \), and \( I^k_k > c(k)q^k \), where \( c(k) \) is sufficiently large. If condition 2 holds then \( q = q - k \) or else \( q = q - k - 1 \). We will show that the game lasts for \( q \) more rounds which will complete the proof of the theorem. Henceforth, the weight of a configuration is given by \( W_r \) where \( r \) is the number of rounds remaining.

Next, in the second stage, we apply fictitious play as described in [51]. The analysis of the First Steps, Middle, Late Middle and Early End stages in the proof of Main Theorem in [51] carries through with our modified weight function \( W \) as well, as straightforward calculations show. Therefore, we halve the weight of the configuration every round, until, as [51] shows, we reach a configuration with at most one non-penny.
Finally, in the third stage, we modify the Endgame Lemma of \[51\] in Lemma \[4.21\] to finish off the proof. This is the only place where Paul might use abstaining moves.

**Lemma 4.21.** Let \((x_0, \ldots, x_k)\) be a configuration with \(x_0 \leq 1, x_1 = \ldots = x_{k-1} = 0\) and \(W_j(x_0, \ldots, x_k) = 2^j\). Then Paul can play for \(j\) more rounds.

**Proof.** Note that \(W_j(x_0, \ldots, x_k) = x_0^{(j+1)/k} + x_k\). If \(x_0 = 0\), then \(x_k = 2^j\), and Paul may continue halving for \(j\) more rounds. So assume \(x_0 > 0\). If \(j \leq 2k\), then Paul may use abstaining moves on the chip at position 0 to make the game last for at least \(2k \geq j\) moves. If \(j > 2k\), then both \((\frac{j}{k})\), \((\frac{j}{k-1})\), are less than \(2^{j-1}\). Since \((\frac{j+1}{k}) = (\frac{j}{k}) + (\frac{j}{k-1})\), there is a way to split the chips into two parts of exactly equal weight. The proof follows by induction.

### 4.8.2 Abstaining is Continuous

Whenever condition 2 of Theorem \[4.20\] is satisfied, the upper-bound for continuous experts matches the lower bound for abstaining experts, and hence both classes of experts are equally powerful. For number-theoretic reasons, the upper-bound might occasionally be one less than the optimum. The same situation occurs for the BW upper-bound and the true optimum in games against binary experts. Appendix A of \[11\] contain an enhanced version of the BW algorithm which always achieves the exact optimum. It is straightforward to check that our algorithms for continuous and abstaining experts may be enhanced similarly to achieve exactly optimum performance for all \((m, k)\) games with \(m > 2^{2k}\). This implies, that whenever \(m\) is sufficiently large with respect to \(k\), abstaining and continuous experts are game-theoretically equally powerful.
4.8.3 Binary less powerful than Abstaining

Basic calculations show the next useful Lemma.

Lemma 4.22. The following hold:

1. For \( q > 2^k \), \( \text{Bin}(q, k) < \text{Abs}(q + 1, k) < \text{Bin}(q + 1, k) \)

2. For \( q \gg k \), \( \text{Bin}(q + 1, k) - \text{Abs}(q + 1, k) \gg 2^k \).

A straightforward application of the above and Theorem 4.20 now yields the following separation, which is the best possible according to point 1 in Lemma 4.22.

Corollary 4.23. For any \( k \), define

\[
M_k \triangleq \bigcup_{q > 2^k} \{\text{Abs}(q + 1, k) + 2^k, \ldots, \text{Bin}(q + 1, k) - 1\}.
\]

Then, \( M_k \) has constant density, and if \( m \in M_k \), \( q^*_\text{abs}(m, k) = q^*_\text{bin}(m, k) + 1 \).
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