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Abstract

We observed, for the first time, solar neutrinos in the 1.0–1.5 MeV energy range. We determined the rate of pep solar neutrino interactions in Borexino to be $3.28\pm0.56_{\text{stat}}\pm0.26_{\text{syst}}\text{ day}^{-1}(100\text{ ton})^{-1}$. Assuming the pep neutrino flux predicted by the Standard Solar Model, we obtained a constraint on the CNO solar neutrino interaction rate of $<8.3\text{ day}^{-1}(100\text{ ton})^{-1}$ (95% C.L.). The absence of the solar neutrino signal is disfavored at 99.99997% C.L., while the absence of the pep neutrino signal is disfavored at 98% C.L. The necessary sensitivity was achieved due to the extremely low levels of radioactive contamination in Borexino and by adopting data analysis techniques for the rejection of cosmogenic $^{11}$C, the dominant background in the 1–2 MeV region. Assuming the LMA-MSW solution to solar neutrino oscillations, these values correspond to solar neutrino fluxes of $(1.7\pm0.3)\times10^8\text{ cm}^{-2}\text{ s}^{-1}$ and $<7.9\times10^8\text{ cm}^{-2}\text{ s}^{-1}$ (95% C.L.), respectively, in agreement with both the High and Low Metallicity Standard Solar Models. These results represent the first direct evidence of the pep neutrino signal and the strongest constraint of the CNO solar neutrino flux to date [1].
“We are damned and we are dead
all god’s children to be sent
to our perfect place in the Sun
and in the dirt.” [2]
Contents

Abstract ........................................................................ iii

1 Introduction ......................................................... 1

2 Solar neutrinos ................................................... 2
   2.1 The Standard Solar Model .................................. 4
   2.2 Neutrino oscillations ......................................... 7

3 Borexino ........................................................... 13
   3.1 General setup .................................................. 13
   3.2 Scintillator and buffer ...................................... 15
   3.3 Nylon vessels .................................................. 18
   3.4 Photomultiplier tubes ..................................... 19
   3.5 Electronics and data acquisition (DAQ) ............... 21
   3.6 Internal source calibration apparatus .................. 25
   3.7 External source calibration apparatus ................. 26
   3.8 Detector history and stability ......................... 27

4 Solar Neutrino Signal ............................................ 29
   4.1 $^7$Be and pep ............................................... 31
   4.2 CNO ............................................................... 34
   4.3 Other ............................................................ 35
5 Physical Backgrounds

5.1 Primordial radioactivity ........................................ 37
5.2 Anthropogenic radioactivity ..................................... 44
5.3 Cosmogenic radioactivity ...................................... 45

6 Event Reconstruction

6.1 Hit reconstruction ................................................. 50
6.2 Clustering .......................................................... 51
6.3 Position reconstruction .......................................... 52
6.4 Particle Identification ........................................... 55
6.5 Energy reconstruction ........................................... 59
6.6 Muon track reconstruction ...................................... 67

7 Event Selection

7.1 Selecting solar $\nu$ candidate events ........................... 70
7.2 Fiducial volume definition ...................................... 71
7.3 $^{11}$C suppression .................................................. 73

8 Signal Extraction

8.1 $\alpha$ subtraction ................................................. 76
8.2 Probability density functions ................................... 78
8.3 Fit configuration .................................................. 83
8.4 Likelihood computation ......................................... 86
8.5 Fit procedure ...................................................... 88

9 Results

9.1 Fit results .......................................................... 90
9.2 Systematic uncertainties ....................................... 95
9.3 Implications ....................................................... 99
Chapter 1

Introduction

This could be called “normal science” [3] – a failure in the Popperian sense: this thesis falsifies nothing! I wanted a revolution, to encounter the unexpected, perhaps an anomaly in neutrino oscillations, or the flux of a yet unknown particle, maybe even electron decay. Alas, I got yet another positive instance for the success of science.

This is a first-hand account of the human struggle to see the Sun against the glare of dirt. I present one of the analyses considered for the publication “First Evidence of pep solar neutrinos by Direct Detection in Borexino” [1]. Further details on the other analysis and the final, published result can be found in [4,5]. All results are in agreement.

Although every datum necessary to reach the conclusions is given in the thesis (i.e. it is self-contained), I have attempted to stay strictly on-topic and much of the behind-the-scenes effort to lead to our exquisite understanding of the detector has been omitted. Ample documentation exists on these matters in the form of internal documents, presentations, theses and publications. I have provided detailed and specific references in every case, and I have assured that every unpublished cited document can be found in the Borexino website [6].
Chapter 2

Solar neutrinos

It was until the beginning of the 20th century, with the advent of relativity, that a method of solar energy production, consistent with the billion-year timescale of geological processes and biological evolution\(^1\), was proposed [7]. This method relies on the 26.7 MeV of energy released\(^2\) by the fusion of four protons into a helium nucleus:

\[
4p \rightarrow ^4\text{He} + 2e^+ + 2\nu_e \quad (2.1)
\]

Considering that hydrogen is the main component of the Sun, and the solar parameters given in Table 2.1, we can see that under such process there is enough energy to sustain the star for \(>10^9\) y. This also implies that solar fusion is a extremely slow process, where the mean life of a proton in the Sun is \(\sim10^{10}\) y. This is because fusion occurs by the low-probability process of quantum tunneling of keV-scale protons (Table 2.1) through the \(\sim550\) keV Coulomb barrier between them [8].

It has been observed [12] (and it is a fundamental part of the Standard Model of particle physics [13]) that transmutations between protons and neutrons are always

\(^1\)The half-lives of the primordial isotopes of natural radioactivity (Section 5.1) are also suggestive of such timescale.

\(^2\)This is approximately the mass difference between four \(^1\)H atoms and one \(^4\)He atom.
### Solar parameter | Value
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Luminosity ($L_\odot$)</td>
<td>3.8418 × 10^{26} W</td>
</tr>
<tr>
<td></td>
<td>2.3977 × 10^{30} MeV/sec</td>
</tr>
<tr>
<td>Radius ($R_\odot$)</td>
<td>6.9598 × 10^{10} cm</td>
</tr>
<tr>
<td>Mass ($M_\odot$)</td>
<td>1.9884 × 10^{33} g</td>
</tr>
<tr>
<td>Core temperature</td>
<td>$\sim 1.55 \times 10^7$ K</td>
</tr>
<tr>
<td></td>
<td>$\sim 1.34$ keV</td>
</tr>
<tr>
<td>Core density</td>
<td>$\sim 153$ g/cm$^3$</td>
</tr>
<tr>
<td>Surface heavy element to hydrogen ratio ($Z/X$)</td>
<td>0.0229 (GS98)</td>
</tr>
<tr>
<td></td>
<td>0.0178 (AGSS09)</td>
</tr>
<tr>
<td>Mean distance to Earth (AU)</td>
<td>1.49598 × 10^{13} cm</td>
</tr>
<tr>
<td>Solar constant ($K_\odot = L_\odot/4\pi(AU)^2$)</td>
<td>8.5339 × 10^{11} MeV/cm$^2$/sec</td>
</tr>
</tbody>
</table>

Table 2.1: Relevant solar parameters of the Sun as well as the Sun-Earth system. The solar constant is defined here as the mean solar photon flux on Earth. Values taken from [8–10]. This is Table 1.1 in [11].

associated with the emission or absorption of neutrinos (νs). Therefore, for every four-proton fusion (Equation 2.1), two νs are produced.

It is clear from Equation 2.1 and charge conservation that neutrinos are neutral (hence, their name). As such, they do not interact with electromagnetic fields and can only lose energy through “weak” nuclear interactions. These interactions can be either “charged-current (CC),” where transmutations occur (e.g. Equation 2.1 and radioactive $\beta$ decay), or “neutral-current (NC),” where energy is transferred to another particle without changing its physical nature. The $\nu$ interaction probability is so small that the mean-path of a solar $\nu$ in lead is $\sim$1 light-year. Therefore, solar $\nu$s will travel directly from their production point in the Sun to (and through) the Earth. Nevertheless, due to the large flux of solar neutrinos (Table 2.2), some will interact in a detector on Earth, leading to a particle signal that encodes key information about the fusion process in the Sun and the properties of neutrinos as they travel through matter (Section 2.2.1).
2.1 The Standard Solar Model

Figures 2.1 and 2.2 show the details of the sequence of nuclear processes that can happen in the Sun to fuse four protons into a $^4$He nucleus (Equation 2.1). The energy spectra of the produced $\nu$s is shown in Figure 2.3.

To estimate the relative probability of the different processes and, consequently, predict the fluxes of the different solar $\nu$s (Table 2.2), we rely on the Standard Solar Model (SSM) (Chapter 4 of [14]).

The rate of a particular nuclear reaction depends on: i) the number densities of the reactants, ii) the kinetic energy of the reactants, and iii) the probability for their interaction (nuclear cross-section) at those energies. The first two components are determined by the density and temperature of the Sun, while the reaction cross-sections are obtained from a combination of laboratory experiments and nuclear theory.

The SSM is a computer simulation that solves for the spatial profiles of the temperature and density of the Sun as a function of time, under the following assumptions and constraints:

- The Sun is in hydrostatic equilibrium: the radiative and particle pressures exactly balance gravity.
- The equation of state of the solar plasma determines the temperature and density from the radiative and particle pressures.
- The energy is produced by nuclear fusion processes (Figures 2.1 and 2.2), and flows through the solar plasma by photon transport and convection.
- The Sun was chemically homogeneous when it arrived at the main sequence (i.e. the beginning of the simulation).
- The local element abundances change only by nuclear reactions i.e. diffusion is not considered. This also implies that the abundances of elements at least
Figure 2.1: The $p$-$p$ fusion chain, responsible for $>99\%$ of the energy produced in the Sun. This is Figure 1.1 in [11].

Figure 2.2: The CNO cycle, where carbon, nitrogen and oxygen serve as catalysts in the fusion process. In $<0.2\%$ of the decays electron capture occurs instead of $\beta^+$ decay [15], leading to the faint mono-energetic lines seen in Figure 2.3. This is Figure 1.3 in [11].
as heavy as carbon, which are not produced by the processes in Figures 2.1 and 2.2, are constant throughout solar history.

- The model is constrained to match the present properties of the Sun (Table 2.1).

The latest elemental abundance measurements (AGSS09 [16]) give Z/X values that spoil the agreement between the SSM and helioseismology [17]. Therefore, flux results are also given (Table 2.2) for the old, higher Z/X values (GS98 [18]). The lower abundance of the heavy element catalysts in the CNO cycle (Figure 2.2) lead to smaller $\nu$ fluxes from this process. Furthermore, the smaller Z/X also decreases the radiative opacity (i.e. it is easier for energy to flow out of the inner regions of the Sun), leading to a decrease in the predicted value for the solar core temperature, lowering the $^7$Be and $^8$B $\nu$ fluxes (Section 6.2 of [14]).

The correlations between the different $\nu$ fluxes in the SSM are shown in Table 2.3. The radial profiles of the production of the different $\nu$ species in the Sun are shown.
<table>
<thead>
<tr>
<th>Solar $\nu$ species</th>
<th>Flux at Earth ((\Phi)) / ((10^8) cm(^{-2})s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High Z (GS98)</td>
</tr>
<tr>
<td>$^{7}\text{Be}$</td>
<td>50.0±3.5</td>
</tr>
<tr>
<td>$^{8}\text{B}$</td>
<td>1.44±0.02</td>
</tr>
<tr>
<td>$^{14}\text{N}$</td>
<td>0.056±0.008</td>
</tr>
<tr>
<td>$^{15}\text{O}$</td>
<td>(8.0±2.4)\times10^{-5}</td>
</tr>
<tr>
<td>$^{17}\text{F}$</td>
<td>2.96±0.41</td>
</tr>
<tr>
<td>$^{13}\text{CNO}$</td>
<td>2.23±0.33</td>
</tr>
<tr>
<td></td>
<td>0.055±0.009</td>
</tr>
<tr>
<td></td>
<td>5.23±0.73</td>
</tr>
</tbody>
</table>

Table 2.2: Solar $\nu$ fluxes on Earth predicted by the SSM with two different inputs for the heavy element abundances or “metallicity” (Z). This is Table 2 in [9].

<table>
<thead>
<tr>
<th>$^{7}\text{Be}$</th>
<th>$^{8}\text{B}$</th>
<th>$^{13}\text{N}$</th>
<th>$^{15}\text{O}$</th>
<th>$^{17}\text{F}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{7}\text{Be}$</td>
<td>-0.819</td>
<td>0.954</td>
<td>-0.720</td>
<td>0.082</td>
</tr>
<tr>
<td>$^{8}\text{B}$</td>
<td>0.954</td>
<td>-0.780</td>
<td>0.887</td>
<td>-0.062</td>
</tr>
<tr>
<td>$^{13}\text{N}$</td>
<td>-0.720</td>
<td>0.887</td>
<td>-0.730</td>
<td>1</td>
</tr>
<tr>
<td>$^{15}\text{O}$</td>
<td>0.082</td>
<td>-0.062</td>
<td>0.087</td>
<td>1</td>
</tr>
<tr>
<td>$^{17}\text{F}$</td>
<td>-0.349</td>
<td>0.154</td>
<td>-0.407</td>
<td>0.269</td>
</tr>
</tbody>
</table>

Table 2.3: Correlation coefficients (Section 9 of [19]) between the different $\nu$ fluxes in the High Z SSM. The results for the Low Z SSM exhibit similar relationships (Table 17 in [19]). Note the strong correlation between the $^{13}\text{N}$ and $^{15}\text{O}$ $\nu$ fluxes.

in Figure 2.4.

### 2.2 Neutrino oscillations

The neutrinos produced in nuclear fusion are electron-neutrinos ($\nu_e$). This label is associated with the charged lepton that is produced in the nuclear transmutation. Two other types of neutrinos are known to exist, $\nu_\mu$ and $\nu_\tau$, which may interact with nuclei to produce the heavier $\mu$ ($m=105.7\text{ MeV}$) and $\tau$ ($m=1777\text{ MeV}$) charged leptons. As the masses of these leptons are larger than the energy released in nuclear
Figure 2.4: The top two panels show the production regions of the $\nu$ species, as given by the SSM [19]. The dotted line shows the profile of the energy production in the Sun. The bottom panel shows the region of parameter space where matter effects are important and where vacuum oscillations dominate. $E_\nu$ and $R$ are the energy and radial position of the produced $\nu$. The gray axis is the quantity $L_V/(L_e \cos \theta_{12})$. The dashed boundary is defined by the condition $L_V/(L_e \cos \theta_{12})=1$. 
fusion and radioactive decay, CC interactions of $\nu_\mu$ and $\nu_\tau$ with matter do not occur at the energy scale of solar $\nu$s. Therefore, we consider these neutrinos together as $\nu_x$, i.e. $\nu$s that only have NC interactions. Furthermore, these neutrinos may only arise through a phenomenon known as “neutrino oscillations”.

Unlike the charged leptons, $\nu$s have masses $<\text{eV}$ [20]. Furthermore, the $\nu$ mass eigenstates do not coincide with the flavor eigenstates [21], and their relationship can be parametrized with the mixing angle $\theta_{12}$ in an orthogonal matrix:

$$
\begin{pmatrix}
\nu_e \\
\nu_x
\end{pmatrix} =
\begin{pmatrix}
\cos \theta_{12} & \sin \theta_{12} \\
-\sin \theta_{12} & \cos \theta_{12}
\end{pmatrix}
\begin{pmatrix}
\nu_1 \\
\nu_2
\end{pmatrix}
$$

(2.2)

where $\nu_e$ and $\nu_x$ are the flavor eigenstates, and $\nu_1$ and $\nu_2$ are the mass eigenstates. For a produced $\nu_e$ where the $\nu_1$ and $\nu_2$ components propagate with the same momentum, the time evolution of $\nu_e$ is

$$
|\nu_e\rangle_t = \cos \theta_{12} \exp(-iE_1t) |\nu_1\rangle + \sin \theta_{12} \exp(-iE_2t) |\nu_2\rangle
$$

(2.3)

where $E_1$ and $E_2$ are the energies of the different components, and $t$ is the time since emission. We may also write the probability of having the emitted $\nu$ still interacting like a $\nu_e$ at time $t$ after emission as

$$
|\langle \nu_e | \nu_e \rangle_t|^2 = 1 - \sin^2 2\theta_{12} \sin^2 \left[ \frac{1}{2} (E_2 - E_1) t \right]
$$

(2.4)

As long as the $\nu_1$ and $\nu_2$ masses ($m_1$ and $m_2$) are different (hence, $E_1 \neq E_2$), the two components will interfere, leading to the emergence of the $\nu_x$ flavor component of a $\nu$ originally emitted as a $\nu_e$. The argument in Equation 2.4 may be more conveniently expressed as

$$
\frac{1}{2} (E_2 - E_1) t = \frac{1}{2} \left( \frac{m_2^2 - m_1^2}{2E} \right) t = \frac{\Delta m_{21}^2 t}{4E} = \frac{\pi D}{L_V}
$$

(2.5)
where $D$ is the distance from the emission point and $L_V$ is the vacuum oscillation length, which for solar $\nu$s has a value $L_V<0.002\,R_\odot$. As solar $\nu$s are produced over spatial regions that are much larger than $L_V$ (Figure 2.4), for $\nu$s detected outside the Sun, the second $\sin^2$ term in Equation 2.4 averages such that [22]

$$|\langle \nu_e | \nu_e \rangle_t|^2 = 1 - \frac{1}{2} \sin^2 2\theta_{12} \tag{2.6}$$

### 2.2.1 Matter effects

Equation 2.6 gives the probability of detecting a $\nu$ that was produced in the Sun as a $\nu_e$ on Earth. In such case we have not considered the effects of the dense solar matter in the propagation of $\nu$s. Mikheyev, Smirnov and Wolfenstein (MSW) [23,24] demonstrated that such effects could have a significant impact on the oscillations.

The propagation of $\nu_e$ in matter is different than $\nu_x$, as the forward scattering probability between $\nu_e$ and $e^-$ is larger than between $\nu_x$ and $e^-$ due to CC interactions (Figure 4.1). This results in a different mixing angle for $\nu$s traveling through matter ($\theta_M$), i.e.

$$\tan 2\theta_M = \frac{\tan 2\theta_{12}}{1 - L_V/(L_e \cos 2\theta_{12})} \tag{2.7}$$

The $\nu_e$-$e$ interaction length ($L_e$) is inversely proportional to the strength of the interaction (Fermi’s constant, $G_F$) and the electron number density ($n_e$):

$$L_e = \frac{\sqrt{2}\pi \hbar c}{G_F n_e} \tag{2.8}$$

In the case of $\nu$s produced in regions of very high $n_e$, $L_e \ll L_V$ and $\theta_M \rightarrow \pi/2$ (Equation 2.7). In such case, $|\nu_e \rangle \sim |\nu_2 \rangle$ (Equation 2.2). As a $\nu$ propagates through the Sun, from dense matter to vacuum, the adiabatic approximation holds (Section 7.4 of [25]). This condition implies that no transitions between mass eigenstates occur, while their corresponding flavor composition changes with varying $n_e$. Therefore, for
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta m_{21}^2$</td>
<td>$(7.59 \pm 0.20) \times 10^{-5}$ eV$^2$</td>
</tr>
<tr>
<td>$\sin^2(2\theta_{12})$</td>
<td>0.87$\pm$0.03 \hspace{1cm} ($33^\circ &lt; \theta_{12} &lt; 36^\circ$)</td>
</tr>
<tr>
<td>$\sin^2(2\theta_{13})$</td>
<td>0.09$\pm$0.02 \hspace{1cm} ($8^\circ &lt; \theta_{13} &lt; 10^\circ$)</td>
</tr>
</tbody>
</table>

Table 2.4: Current best estimates for the parameters relevant for solar $\nu$ oscillations. Taken from the 2010 Particle Data Group [26] and the recent measurement of $\theta_{13}$ [27]. The combination of values for $\Delta m_{21}^2$ and $\sin^2(2\theta_{12})$ are referred to as the Large Mixing Angle (LMA) solution.

A $\nu$ created in high $e^-$ density and then propagates into the vacuum, the probability of it being detected as a $\nu_e$ outside the Sun is

$$|\langle \nu_e | \nu_2 \rangle|^2 = \sin^2 \theta_{12} \hspace{1cm} (2.9)$$

On the other hand, for $L_e \gg L_V$, the vacuum oscillation result (Equation 2.6) applies. Evidently, there is a transition region between these two cases. The probability of a solar $\nu$ being detected as a $\nu_e$ on Earth (i.e. the survival probability, $P_{ee}$) can be approximated as [28] as

$$P_{ee} = \frac{\cos^4 \theta_{13}}{2} \left( 1 + \frac{\cos 2\theta_{12} - (\cos^2 \theta_{13} L_V) / L_e}{\sqrt{(\cos 2\theta_{12} - (\cos^2 \theta_{13} L_V) / L_e)^2 + \sin^2 2\theta_{12}}} \right) \hspace{1cm} (2.10)$$

where the $\theta_{13}$ terms arise from the consideration of the three flavor $\nu$ mixing matrix (not the two flavor approximation presented here (Equation 2.2)). The current best values for the parameters are shown in Table 2.4.

$P_{ee}$ depends on $L_V/L_e$ for the particular $\nu$ species. $L_V$ is dependent on the $\nu$ energy, while $L_e$ is dependent on where the $\nu$ is produced. Figure 2.4 shows the regions in the parameter space where matter effects are important and where vacuum oscillations take place. Figure 2.5 shows the computed $P_{ee}$ for the different solar $\nu$ species. This prediction is known as the LMA-MSW solution to solar $\nu$ oscillations.

In terms of the particle physics parameters, $\theta_{12}$ determines the $P_{ee}$ extremes, while the position of the transition region is given by $\Delta m_{21}^2$. 

The precise measurement of the $^8$B $\nu$ survival probability for $E_\nu > 5\text{ MeV}$ by SNO and Super-Kamiokande determined $\theta_{12}$ [30, 31], while KamLAND measured $\Delta m^2_{21}$ from reactor $\bar{\nu}_e$ data [32].

Borexino (Chapter 3) is the only detector capable of detecting solar $\nu$s with $E_\nu < 3\text{ MeV}$. The successful detection of $^7$Be $\nu$s [33] was the confirmation of the existence of the vacuum oscillation region below 1 MeV.

In this thesis we present the first attempt of the measurement of pep $\nu$s, which, at $E_\nu = 1.44\text{ MeV}$, are sensitive probes for $\nu$ interactions with matter, as non-standard models may have a large effect in the $P_{ee}$ transition region [29, 34, 35]. Due to their similar energy and flux (Figure 2.3), solar $\nu$s from the CNO cycle will also be encountered in this search. The measurement of their flux may help shed light to the controversy regarding the heavy element abundances in the Sun (Table 2.2).
Chapter 3

Borexino

The Borexino detector [36] was designed with the main goal of measuring the interaction rate of the 0.86 MeV $^7$Be solar $\nu$ via $\nu$-$e$ elastic scattering. The expected maximum electron recoil energy from these neutrinos is 0.67 MeV and their interaction rate is $<100 \text{day}^{-1}(100 \text{ton})^{-1}$. Therefore, the detector should be sensitive to sub-MeV electron recoil signals, large enough to accumulate the necessary statistics, and the backgrounds should be sufficiently low for the spectral features of the electron recoil spectrum from solar $\nu$s to be observable.

3.1 General setup

Borexino is located in Hall C of the Gran Sasso National Laboratories (LNGS) in central Italy. This underground site offers an average rock overburden of 1300 m (3800 m water equivalent), stopping most cosmic rays from reaching the detector. The residual cosmic ray flux is at the level where the associated backgrounds are sufficiently low for the detection of solar $\nu$s (Section 5.3).

Organic liquid scintillator was chosen as the active target in Borexino due to its high light yield ($\sim 10^4$ photons are produced for every MeV of deposited energy by an electron) and the possibility to produce a large, high-purity, unsegmented target mass.
Scintillation light is emitted isotropically and, therefore, it does not provide information about the direction of the recoiling particle, but its energy may be reconstructed from the detected number of photons (Section 6.5). Below 5 MeV, electron, positron and α recoils from the decay of natural radioactive isotopes are the dominant source of background. α and, to a certain extent, positron recoils can be discriminated by relying on differences in the time profile of the scintillation light (Section 6.4), while individual electron recoils from radioactive decay are indistinguishable from those from ν interactions. Thus, the solar ν signal has to be extracted from the features of the total electron recoil spectrum. In order for the statistical methods used to extract the signal to succeed, the total number of background events in the final spectrum needs to be as small as possible. Electron recoils may be produced in the active target not only by β decays of isotopes present in the scintillator (either from the long-lived chains of natural radioactivity (Section 5.1) or produced in situ by cosmic muons) but also by γ-rays from radioactive decays in the peripheral structure containing the scintillator. Therefore, an unsegmented, high-purity inner volume, capable of self-shielding and where the individual electron recoils may be localized, is desired.

Figure 3.1 is a schematic of the Borexino detector. The active target consists of 278 tons of organic liquid scintillator, surrounded by 889 tons of non-scintillating buffer fluid (Section 3.2). The innermost region of the active target, where backgrounds from external γ-rays are lowest, is known as the fiducial volume (FV) and is defined by an analysis cut on the reconstructed position of the scintillation events. The fluids are kept separate by an inner nylon vessel (IV) (Section 3.3). A second outer vessel (OV) divides the buffer region in two, serving as a barrier to prevent the diffusion of the radioactive gas, radon, into the active target. The scintillator and buffer fluids are inside a stainless steel sphere (SSS), on which most of the light detectors (photomultiplier tubes (PMTs), Section 3.4) are mounted. The SSS is housed within a tank containing 2100 tons of ultra-pure water, which serves as a veto for cos-
mic muons via the detection of Cherenkov light [37] produced as the muons traverse the water. The scintillator detector within the SSS is the inner detector (ID), while the water Cherenkov detector surrounding the SSS is the outer detector (OD).

### 3.2 Scintillator and buffer

In order to achieve a low background rate in the active target, it is important for both the scintillator and the buffer to be very low in radioactivity. It is simplest to produce both fluids from the same basic material that may be purified in large quantities [38–40]. This leads to several additional benefits, as the scintillator and
buffer are very similar physically and chemically. For example, the differences in
density are small enough (Table 3.1) to allow for the use of low mass, transparent,
non-rigid nylon vessels (Section 3.3). Also, the almost identical optical properties
greatly simplify the algorithm to reconstruct the position of the electron recoils in
the active target (Section 6.3).

The scintillator and the buffer are pseudocumene-based fluids. The scintillator
has the fluor 2,5-diphenyloxazole (PPO) as an additive at a concentration of 1.5 g/ℓ.
Even though pseudocumene (PC) itself scintillates, when the fluor is added, 95% of
the time excited PC molecules transfer their energy to PPO molecules via sub-
nons non-radiative mechanisms [41]. The time profile of the PPO scintillation light
has a 3 ns decay, smaller than PC’s [42], and is, therefore, better suited for event
position reconstruction (Section 6.3). Also, the fluorescence quantum efficiency is
higher for PPO [42] and the peak emission wavelength is at 360 nm, near the point
of maximum quantum efficiency of the PMTs (Figure 3.2), leading to an improved
detected light yield. The PPO concentration was chosen as to maximize the photon
yield (11500 photons/MeV for electron recoils [42, 43]), considering that at higher
concentrations the fluor begins to re-absorb its scintillation light.

The photon yield and time profile of the scintillation light depend on the rate
of energy loss of the charged particle in the scintillator. Therefore, α particles from
radioactive decay produce less light (1000 photons/MeV) and have a mean photon
emission time that is larger than electron recoils [42, 43]. The optical properties
of the scintillator in the context of light yield and time distribution of the detected light
will be briefly reviewed in Chapter 6. For a more detailed discussion on the chemistry
of PC scintillation see Section 3.1 of [44].

The buffer fluid has the light quencher dimethylphthalate (DMP), originally at
5 g/ℓ, although its concentration was decreased to 2 g/ℓ throughout the year 2009.
This was done to reduce the buoyant force on the scintillator volume and, conse-
quentiy, decrease the rate of a leak of scintillator into the buffer that appeared in the IV in April, 2008 (Section 2.3 of [11], and [45]). Even at 2 g/ℓ, the presence of DMP in the PC decreases the photon yield sufficiently (Table 3.1), such that interactions from external γ-rays in the buffer do not trigger the detector, keeping the data acquisition rates manageable, and do not constitute a background for solar ν spectroscopy [46]. Furthermore, DMP has a low light absorption in the wavelength range of the PPO scintillation spectrum (Table 3.1) and, therefore, its presence in the buffer has no detrimental effect to the detected light yield from electron recoils in the active target.

<table>
<thead>
<tr>
<th>Fluid</th>
<th>Density g/cm³</th>
<th>Scintillation yield photons/MeV</th>
<th>Index of Refraction λ = 350 nm / m</th>
<th>Mean Path Length / m λ = 400 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scintillator</td>
<td>0.8802</td>
<td>11500 [43]</td>
<td>1.533 [47]</td>
<td>2×10⁻⁴ [43]</td>
</tr>
<tr>
<td>Buffer 1</td>
<td>0.8810</td>
<td>200 [48]</td>
<td>1.532 [47]</td>
<td>50 [48]</td>
</tr>
<tr>
<td>Buffer 2</td>
<td>0.8803</td>
<td>400 [48]</td>
<td>1.532 [47]</td>
<td>50 [48]</td>
</tr>
</tbody>
</table>

Table 3.1: Summary of the physical properties of the scintillator and buffer fluids. Buffer 1 corresponds to the composition of the buffer at filling, with a DMP concentration of 5 g/ℓ. Buffer 2 corresponds to the buffer after the DMP concentration was decreased to 2 g/ℓ. The density values are at \( T = 15°C \). The smaller difference in density between the scintillator and buffer led to a considerably smaller scintillator leak rate through the IV [49]. The scintillation yield for both buffer compositions is lower than the Cherenkov photon yield (≈500 photons at 1 MeV). The index of refraction was measured at a wavelength of 405 nm. The mean path length of the scintillation light includes the effects of both absorption and scattering, which are relevant for the reconstruction of the energy and position of particle recoils, respectively. The very small attenuation length in the scintillator at 350 nm is due to radiative transport, which effectively shifts the scintillation light to longer wavelengths within a few cm of the emission point [42]. The mean path length of the buffer was measured at a DMP concentration of 1 g/ℓ.

<table>
<thead>
<tr>
<th>Target</th>
<th>e⁻</th>
<th>(^1)H</th>
<th>(^12)C</th>
<th>(^13)C</th>
<th>(^2)H</th>
<th>(^14)N</th>
<th>(^16)O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abundance / (10²⁹/ton)</td>
<td>3.307</td>
<td>0.60</td>
<td>0.45</td>
<td>5×10⁻³</td>
<td>10⁻⁴</td>
<td>4×10⁻⁵</td>
<td>4×10⁻⁵</td>
</tr>
</tbody>
</table>

Table 3.2: Abundance in the scintillator of electrons and the most common nuclear targets. The e⁻ abundance determines the \( ν-e \) scattering rate (Chapter 4), the \(^1\)H abundance determines the \( \bar{ν}_e \) interaction rate [50] and the free \( n \) capture time [51], and the abundances of the heavier isotopes determine the production yields of cosmogenic isotopes (Section 5.3). The \(^13\)C and \(^2\)H abundances also determine charged-current solar \( ν \) interaction rates (Chapter 4).
Figure 3.2: PMT quantum efficiency as a function of wavelength, compared to the normalized scintillation emission spectrum of pure PC and PC with PPO at 1.5 g/ℓ. Even though the detected light from PC+PPO in a large volume detector will be shifted to higher wavelengths due to radiative transport, this solution leads to a higher photon detection efficiency than pure PC. Additionally, the PC+PPO solution has a higher photon yield due to PPO’s higher fluorescence quantum efficiency. This is a modified version of Figure 2.2 in [52].

3.3 Nylon vessels

The nylon vessels containing the scintillator and the inner buffer have the most stringent radioactive requirements after PC. Bulk contamination in the nylon leads to γ-ray background and the emanation of radon and thoron into the scintillator, while surface contamination can be washed off, affecting the scintillator’s radio-purity. 125 μm thick nylon film allows for a containment vessel that meets the mechanical and transparency requirements with a relatively small mass, limiting the total bulk contamination. Assembly of the vessels in a low-radon environment assures low surface backgrounds. The vessels are held in place by two end caps at the top and the bottom of the ID (Figure 3.3). Pipes run through the end caps for filling the vessels and to accommodate the source insertion system (Section 3.6). Due to their large mass and vicinity to the scintillator, the vessel end caps are one of the largest
sources of γ-ray background in the scintillator (Figure 7.1).

Details on the design, assembly and radioactivity of the vessels may be found in [40,53]. The filling procedure of the vessels is described in [54].

### 3.4 Photomultiplier tubes

There are 2212 inward-facing PMTs installed on the inner surface of the SSS to detect the scintillation light produced in the active volume. Another 208 PMTs are installed in the water tank, as part of the Cherenkov veto [51]. In order to increase the light collection from events in the active volume and decrease the detection of light from the buffer regions, 1839 of the ID PMTs have conical light concentrators installed on the front of the PMT glass [55]. Some photomultipliers were left without the concentrators, as this may help in the identification of cosmic muons traversing only the buffer. Table 3.3 summarizes the instrumental properties of the PMTs and the acceptance criteria to select those to be used in Borexino’s ID. These criteria were chosen as to guarantee a light yield and energy resolution that is sufficient to detect sub-MeV interactions and a timing response that will allow to reconstruct reliably the position of interactions in the active target [56,57]. Data on the radioactivity of the PMT components may be found in [58,59], and the corresponding γ-ray contribution to the count rate in the active target is shown in Table 5.4.

<table>
<thead>
<tr>
<th>Photomultiplier tube parameter</th>
<th>Nominal value</th>
<th>Acceptance criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantum efficiency (420 nm)</td>
<td>26.5%</td>
<td>&gt; 21%</td>
</tr>
<tr>
<td>Rise time</td>
<td>0.67 ns</td>
<td>–</td>
</tr>
<tr>
<td>Transit time spread (FWHM)</td>
<td>2.8 ns</td>
<td>&lt; 1.3 ns</td>
</tr>
<tr>
<td>S.P.E. peak-to-valley ratio</td>
<td>2.5</td>
<td>&gt; 1.5</td>
</tr>
<tr>
<td>Dark current at $10^7$ gain</td>
<td>25 nA</td>
<td>–</td>
</tr>
<tr>
<td>Dark count rate</td>
<td>–</td>
<td>&lt; $2 \times 10^4$ Hz</td>
</tr>
</tbody>
</table>

Table 3.3: Parameters for 8º ETL 9351 photomultiplier tubes used Borexino’s ID. The second column gives the nominal values from the manufacturer while the third column gives the criteria used to accept or reject tubes. The tubes are operated at a nominal gain of $10^7$. This is Table 2.1 in [11], with values taken from [36].
Figure 3.3: This is the bottom end region of the IV during construction. It is now installed in the bottom of the ID, with the left end pointed downward. The nylon ropes offer mechanical support for the vessel. Due to their significant mass and vicinity to the scintillator, the nylon, copper and steel in the end caps are a major source of γ-ray background in the active volume. This is Figure 3.7 in [44].

Figure 3.4: Borexino’s ID, photographed by one of the cameras installed on the SSS. The end region shown in Figure 3.3 may be observed at the bottom, below the IV. The inward-facing PMTs installed on the SSS may be seen in the background. The transparency of the scintillator, buffer and nylon vessels is noticeable.
3.5 Electronics and data acquisition (DAQ)

The Borexino ID electronics were designed to have sub-ns precision on the relative time of the first photoelectron (pe) produced by every PMT from a single scintillation event. Considering that the mean number of pe produced by a PMT is $<1$ for most of the energy range of solar $\nu$ spectroscopy (Section 6.5), recording the time of every pe is not crucial for reliable event position reconstruction (Section 6.3) and pulse shape discrimination (Section 6.4). On the other hand, the total charge (or total number of pe) produced by the PMT from the scintillation event is recorded, as this information is valuable for event energy reconstruction (Section 6.5), particularly for high energy events ($>1\text{ MeV}$).

Figure 3.5 is a schematic of the Borexino electronics. The Borexino PMTs are AC coupled, i.e. both the HV supply and the PMT signal are on the same cable. The decoupling of the signal is performed by the front-end electronics [60], which provide, from every ID PMT, an amplified signal for the evaluation of the PMT hit time and an integrated signal [61] for the evaluation of the total charge. Additionally, the front-end also provides the total analog sum of the signals from all ID PMTs to a parallel DAQ system (Section 3.5.1).

The digitizers that sample every PMT signal from the front-end are the Laben boards [63]. The amplified signal goes through a dual discriminator and triggers the channel if the signal is above the high (0.25 pe) threshold. At the point when the amplified signal surpassed the low (0.1 pe) threshold and 80 ns later, a 10 MHz triangular wave running in phase with an external clock is sampled to obtain the time of the first pe. The integrated signal is also sampled at these points in time to obtain the charge output by the PMT within 80 ns of the first pe. This information is stored in a local memory buffer. To allow for the data to be read out by the MVME 2302 computer in the event of a system-wide trigger, the discriminator is disabled for 140 ns after the channel triggers. A software veto of an additional 40 ns is also
enforced to avoid false retriggers. Thus, the channel can accept at most one hit in 180 ns and the charge arriving between 80 ns and 180 ns after the first pe is never recorded. More information about the ID electronics may be found in Section 5.2 of [36] and Section 4.2 of [62].

Similarly, the OD electronics are responsible for measuring the time of the first pe and the charge output by every PMT from an event in the water tank. A detailed description of the OD electronics is present in Section 2.3 of [51] and Section 4.3 of [62].

The trigger system evaluates signals from the ID and OD, and determines when to issue different triggers to acquire data from the digital boards. When a trigger

---

1Even though [62] is the most detailed reference for the DAQ electronics, it dates from 2006, before certain features had been implemented and before many of the parameters were set. Wherever conflicts between [62] and [36], or between [62] and this text are found, the latter two should be trusted.
Table 3.4: The different types of triggers issued in Borexino. The first three are those to acquire data from particle interactions in the detector, while the last three (the “service triggers”) are used to calibrate the channels. At the beginning of the experiment, data were acquired for 6.9 $\mu$s in response to any trigger except 128. This window was later increased to 16.5 $\mu$s. There is a delay, such that the trigger time falls $\sim$0.4 $\mu$s after the beginning of the acquisition. Trigger 128 opens a 1.6 ms data acquisition window 140 ns after the acquisition from the previous MTB trigger, in order to register cosmogenic neutrons. The conditions given are nominal (and most common) and may be changed by the user, e.g. the service triggers are issued at higher rates during the “electronics calibration” runs that are done on a weekly basis.

<table>
<thead>
<tr>
<th>Trigger</th>
<th>Condition</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID</td>
<td>25 ID PMTs hit in 60 ns</td>
<td>$&lt;100$ keV threshold for electron recoils in the active target.</td>
</tr>
<tr>
<td>MTB</td>
<td>6 OD PMTs hit in 150 ns</td>
<td>To tag cosmic muons. For efficiency, see “MTF” in Table 3 in [51]. Also triggers Princeton 1-channel system.</td>
</tr>
<tr>
<td>128</td>
<td>MTB triggered</td>
<td>For the acquisition of cosmogenic neutrons. Introduced in December 2007.</td>
</tr>
<tr>
<td>Pulser</td>
<td>Every 0.5 s</td>
<td>Electronic pulse sent to every channel to check its status.</td>
</tr>
<tr>
<td>Laser</td>
<td>Every 0.5 s</td>
<td>ID PMTs are illuminated with a laser via an optical fiber [64] to calibrate the timing and charge response of every channel.</td>
</tr>
<tr>
<td>Random</td>
<td>Every 0.5 s</td>
<td>Not in coinidence with any signal. To evaluate the dark noise of the channel.</td>
</tr>
</tbody>
</table>

is released, data within a set time window about the trigger time are read out from the Laben boards and CAEN TDCs (OD digitizers). Table 3.4 lists the different type of triggers and their causes. For every trigger issued, a GPS time stamp with a precision of $\sim100$ ns is assigned to it and the information is read out by a MVME 2302 computer. Another on-line computer runs the general DAQ software that, after every trigger, handles the data from the Laben, OD and trigger systems and writes them to disk. For more information about the trigger system see Section 7 of [36] and Section 4.4 of [62], while for the on-line system that manages the data acquisition see Chapter 5 of [62].

As the CAEN TDCs can hold at most four events in their internal buffers, a veto is enforced to prevent a third trigger in less than 100 $\mu$s [62], assuring enough
time for data readout and preventing buffer overload. Even though this limitation is generally not a problem, neutrons produced by cosmic muons will capture in the scintillator within a few ms of the primary muon shower (Section 5.3.1), producing a high rate of $\gamma$-ray events, most of which would be missed under regular triggering conditions. The detection of these events is crucial for the suppression of certain cosmogenic backgrounds (Section 7.3). Thus, trigger 128 was implemented, which fires immediately after a muon crosses the detector and opens a 1.6 ms data acquisition window, in which most of the neutron capture $\gamma$-rays fall. To evaluate the performance of the electronics in these circumstances, two parallel data acquisition systems were installed (Section 3.5.1 and [65]).

### 3.5.1 Princeton 1-channel system

The Princeton 1-channel system consists of an Acqiris DP235 PCI board, which is a 500 MHz, 8-bit digitizer. The input signal to the board is the total sum of the output from all ID PMTs, which is provided by the ID front-end electronics (Figure 3.5). Data are read out by a Linux PC in a 1.6 ms data acquisition window in response to the MTB trigger. This window overlaps with the data acquisition by the Laben system following trigger 128 and, therefore, provides a high-resolution copy of the total detector signal after a muon shower, which can be used to evaluate the performance of the Laben system. The 1-channel system took data from June, 2007 to November, 2009. The initial results, performance and comparison to the Laben system may be found in [66].

It was found that a large number of PMT hits within the 1.6 ms acquisition window are lost by the Laben system. The effect is more pronounced for higher energy muon showers, in which more neutrons are produced. This is because the Laben board memory can hold at most $\sim 2000$ hits after a trigger, and if the memory is filled, the data are lost. Some muons may produce hundreds of neutrons in the active target
(Figure 5.5), leading to $>10^6$ pe produced within 1.6 ms, which fill up the memory of most boards and thus, a large fraction of the data are lost. In the worst cases, individual identification of the neutron capture $\gamma$-rays is impossible in the Laben system. For this reason, it is important to use data from the 1-channel system for the effective suppression of cosmogenic backgrounds (Section 7.3).

The success of this setup in identifying the production of free neutrons in the scintillator led to the design and installation of a similar system for the prompt detection of galactic supernovas [67].

### 3.6 Internal source calibration apparatus

In order to quantify how well Borexino has met its design specifications in terms of the reconstruction of the energy and position of particle recoils in the active target, and to evaluate the associated systematic uncertainties, calibration of the detector with internal radioactive sources must be performed. To place the sources within the active target, the Virginia Tech group has developed an internal source calibration system that does not compromise the scintillator’s radio-purity (Chapter 6 of [68]). This system consists of a series of 1 m long rods that may be attached one after another. A special hinge rod (Figure 3.6), which can be rotated up to $90^\circ$ from the vertical, may also be installed, allowing to reach any point within the IV. The rods are inserted from the top of Borexino and the source position may be obtained, with a nominal uncertainty of $\pm 1.1$ cm (Section 6.6 of [69]), by comparing photographs taken by the seven cameras installed on the SSS (Chapter 5 of [68]).

Most of the sources deployed in the active target consist of a 1 inch diameter vial (Figure 3.6) filled with a radioactive solution. A source made from Borexino’s scintillator fluid with dissolved $^{222}$Rn gas and $^{14}$C-enriched toluene was deployed in a large number of positions in the active target to evaluate the performance of the event
Figure 3.6: Schematic of the source insertion system. The rods and the source are placed inside the active target from the top of Borexino. The hinge rod may be rotated up, to access off-axis positions. The radioactive sources are kept in a solution within the transparent vial, except for the $^{241}\text{Am-}^{9}\text{Be}$ neutron source, which has a special delrin holder with lead shielding (not shown, Figure 7.7 in [68]). The teflon diffuser is illuminated with a red laser via an optical fiber so that the source may be located by the camera system.

position reconstruction. Multiple $\gamma$-ray sources in a non-scintillating solution were used to calibrate the energy response of the detector (Section 6.5). Additionally, an $^{241}\text{Am-}^{9}\text{Be}$ neutron source was placed in multiple locations to evaluate the detector’s response to the 2.22 MeV $\gamma$-ray from $n$ capture on $^1\text{H}$, particularly relevant for the detection of $\bar{\nu}_e$ [50,70]. The procedures for the production of the different radioactive sources may be found in Chapter 7 of [68], while the details of the four internal source calibration campaigns are in Appendices D–F of [68].

### 3.7 External source calibration apparatus

Borexino was designed such that for the measurement of the $^7\text{Be}$ solar $\nu$ interaction rate, the background rate of external $\gamma$-ray interactions whose position is reconstructed within the FV is negligible [53]. Yet, this background needs to be considered
for the measurement of the *pep* and CNO solar *ν* interaction rates, which are expected
to be ten times lower.

In order to understand the detector’s response to external γ-rays, a 5 MBq $^{228}$Th
source was developed [71]. This source leads to an intense flux of 2.6 MeV γ-rays
from the decay of $^{208}$Tl, which are also produced in the decay chain of natural $^{232}$Th
(Figure 5.2), and constitute a dominant source of external γ-ray background in the
active target from the peripheral structure (Table 5.4).

The calibration source may be placed at multiple locations in either the water tank
or the buffer, inside tubes that pierce through the OD and SSS and extend 0.5 m into
the buffer. For details on the source insertion and the calibration campaign see Section
5.3 of [72].

### 3.8 Detector history and stability

In the extraction of the solar *ν* signal (Chapter 8) we assume that Borexino is, to
first-order, stable i.e. that the response of the detector to particle interactions is
time-independent. Figures 3.7 and 3.8 summarize the stability of the inner detector
and the electronics, respectively.

Figure 3.7 shows the volume of the inner vessel, which is a good representation of
the status of the active target as it is sensitive to changes in temperature (density of
the scintillator), vessel shape (the volume changes with deviations from sphericity)
and leak of scintillator into the buffer. Figure 3.8 is the number of PMT channels
from which data is considered for the analysis. Their number represents well the
status of the PMTs and the electronics. Changes in the figures are often associated
with detector operations. A detailed schedule of these may be found in [73].
Figure 3.7: Volume of the inner nylon vessel as a function of time. The black points indicate the vessel volume as calculated from pictures of the inner detector by the CCD cameras [49]. The red line is a simple linear interpolation between each set of pictures. The dashed black line marks the best estimate for the start of the leak in the inner nylon vessel. The blue lines indicate refilling of the inner vessel scintillator and the green shaded areas designate buffer purifications and DMP removal. This is Figure 2.8 in [11].

Figure 3.8: Number of working channels as a function of time. The number of channels with reliable timing information is shown in black, while the number of channels with reliable timing and charge information is shown in red. The exact criteria for selecting the reliable channels is not available in written form (ask L. Ludhova), although many of the factors considered may be found in A.1.3 of [74]. This is Figure 4.2 in [11].
Chapter 4

Solar Neutrino Signal

The dominant solar $\nu$ interaction in Borexino is elastic scattering with electrons. Table 4.1 shows the expected interaction rates assuming the SSM fluxes (Table 2.2) and neutrino oscillation parameters (Table 2.4). The maximum kinetic energy, $T_{\text{max}}$, of a recoiling particle when scattered elastically by a neutrino of energy $E_\nu$ occurs in the case of maximum momentum transfer, i.e. when the neutrino is scattered $180^\circ$ backward:

$$T_{\text{max}} = \frac{2E_\nu^2}{2E_\nu + mc^2}$$

(4.1)

The maximum energy of the recoiling electrons from the different solar $\nu$ species is also given in Table 4.1. Elastic scattering with nuclei in the scintillator also occurs, but in this case the recoil energy is $<0.7$ MeV and, considering the lower light yield for protons than for electrons in the liquid scintillator (Section 6.5), the intensity of the light signal from the recoiling nuclei is below the analysis threshold (0.3 MeV).

The rate of inelastic interactions (i.e. charge-current and nuclear excitation or breakup) of $^8$B and $^{16}$O with $^{13}$C [75,76] and $^2$H [77] nuclei are $<0.01$ day$^{-1}$ (100 ton)$^{-1}$. Inelastic interactions between He$^p\nu$ and $^{12}$C are also kinematically possible but the rates are even lower. It should be noted, though, that for the detection of other cosmic signals (e.g. the neutrino burst from a core collapse supernova), inelastic interactions
Table 4.1: The predicted $\nu$-e scattering interaction rates ($R_0$) and the maximum kinetic energy of the recoiling electron ($T_{\text{max}}$) from the relevant solar $\nu$ species in Borexino. Predictions by the high and low metallicity SSMs are presented. The neutrino energy of each solar species ($E_\nu$) is also given. The CNO species is the total contribution from $^{13}$N, $^{15}$O and $^{17}$F $\nu$s, which may be treated as a single species due to the strong correlation between their fluxes (Table 2.3). The interaction rates of He $p\nu$s and of the mono-energetic $\nu$s from the EC decay of $^{13}$N, $^{15}$O and $^{17}$F in the Sun (Figure 2.3) have interaction rates that are $<0.05\text{day}^{-1}(100\text{ton})^{-1}$, and are excluded from the table.

with $^{12}$C [78] and elastic scattering with nuclei [79, 80] may contribute significantly to the total observed yield.

To obtain the predicted rate of $\nu$-e interactions, as well as the energy distribution (spectral shape) of the recoiling electrons to be used for the signal extraction (Chapter 8), we need to consider that both $\nu_e$ and $\nu_x$ may scatter elastically with electrons in the scintillator. The differential cross-section for this process is [81]

$$
\frac{d\sigma}{dT}(T, E_\nu) = \frac{\sigma_0}{m_e c^2} \left[ g_L^2 + g_R^2 \left( 1 - \frac{T}{E_\nu} \right)^2 - 2g_L g_R \left( \frac{m_e c^2}{E_\nu} \right) \right]
$$

(4.2)

where $\sigma_0 = 8.81 \times 10^{-45}\text{cm}^2$, $g_L = \pm 0.5 + g_R$, and $g_R = 0.2317$ (4.3)

The upper sign in $g_L$ applies to $\nu_e$-e scattering, while the lower sign to $\nu_x$-e scattering. This result arises by considering the two interaction channels shown in Figure 4.1. By integrating Equation 4.2 from $T=0$ to $T_{\text{max}}$ we obtain the total interaction cross section ($\sigma_\nu$). Figure 4.2 shows $\sigma_\nu$ as a function of $E_\nu$. 
Figure 4.1: First-order Feynman diagrams of the possible weak interactions between neutrinos and electrons. Left: neutral current (NC) interaction between a neutrino and an electron via the exchange of a $Z$ boson. This interaction is the same regardless of the $\nu$ flavor ($\nu_e$ or $\nu_{\mu,\tau} \equiv \nu_x$). Right: charge current (CC) interaction, exclusively between $\nu_e$ and an electron, where a charged $W$ boson is exchanged.

In absolute terms, $\sigma_\nu$ is very small, e.g. the mean path length for a $\sim \text{MeV}$ solar $\nu$ in ordinary matter is $\sim 10^{18}$ m. Thus, the solar $\nu$ flux is constant throughout the spatial extension of Borexino and, consequently, solar $\nu$ interactions should be distributed uniformly in the active target.

The time dependence of the solar $\nu$ signal should feature an annual modulation associated with the changing distance between the Earth and the Sun, being 7% larger at perihelion than aphelion\(^1\). According to LMA-MSW (Section 2.2.1), no measurable daily variations in the $\nu$ interaction rates are expected, a prediction that has been confirmed by a previous Borexino analysis [82].

\section{4.1 $^7\text{Be}$ and $\text{pep}$}

$^7\text{Be}$ and $\text{pep}$ solar $\nu$s are mono-energetic (Table 4.1) and their $\nu$-$e$ scattering rates are given by

$$ R = \Phi \left( P_{ee} \sigma_{\nu_e} + (1 - P_{ee}) \sigma_{\nu_x} \right) n_e $$  \hspace{1cm} (4.4)$$

where $\Phi$ is the total flux of the solar neutrino species (Table 2.2), $P_{ee}$ is the $\nu_e$ survival probability (Figure 2.5), $\sigma_{\nu_e}$ and $\sigma_{\nu_x}$ are the $\nu_e$-$e$ and $\nu_x$-$e$ scattering cross-

\footnote{For the data considered in this analysis (Table 7.1) the average Earth-Sun distance is 1.002 AU.}
As $\nu_e$ can couple to $e^-$ via the CC interaction, in addition to the flavor insensitive NC interaction (Figure 4.1), its total interaction probability is larger. Interaction probabilities increase with energy and are 4–5 times larger for $\nu_e$ than $\nu_x$ in the considered energy region. For this graph we have taken into account the $\sim 2\%$ effect from radiative corrections [83].

The normalized electron recoil spectra from $\nu_e$ and $\nu_x$ for pep and 0.86 MeV $^7$Be $\nu$s are shown in Figure 4.3. The observed species spectra in Borexino are a linear combination of the recoil spectra from the different $\nu$ flavors, weighted according to their contribution to the total interaction rate. As the differences between the electron recoil spectra from $\nu_e$ and $\nu_x$ for mono-energetic species are small, the extraction of the interaction rate from $^7$Be and pep $\nu$s is largely independent on the assumed flavor composition of the incident flux and, therefore, on the oscillation model.
Figure 4.3: Normalized electron recoil spectra, as given by Equation 4.2, from the $^7$Be ($E_\nu=0.86$ MeV) and pep ($E_\nu=1.44$ MeV) mono-energetic solar $\nu$ lines. The characteristic box shape with a sharp cut-off at $T_{\text{max}}$ is evident for recoils from both $\nu_e$ and $\nu_x$.

Figure 4.4: Electron recoil spectra from neutrinos produced in the CNO cycle. The solid lines are normalized to unity and show the cumulative spectrum from all CNO $\nu$s, with the fluxes given by the high and low metallicity (Z) SSMs. The dashed lines are the relative contributions from the individual species. In constructing these spectra we use Equation 4.5, with the $P_{\nu_e}$ profile given by LMA-MSW (Figure 2.5). The total CNO spectral shape is insensitive to changes, within uncertainty, of the parameters in the SSM and LMA-MSW (Chapter 2).
4.2 CNO

The energy spectra of neutrons from the $\beta$-decay (Table 5.1) of $^{13}$N, $^{15}$O and $^{17}$F in the Sun are continuous, with maximum energies, $E_{\text{max}}$, given in Table 4.1. To calculate the energy spectra of the elastically scattered electron recoils, we integrate over the incident neutrino energy spectrum, i.e.

$$\frac{dR}{dT}(T) = n_e \int_0^{E_{\text{max}}} \frac{d\Phi}{dE_\nu}(E_\nu) \left( P_{ee} \frac{d\sigma_{ee}}{dT}(T, E_\nu) + (1 - P_{ee}) \frac{d\sigma_{\nu_x}}{dT}(T, E_\nu) \right) dE_\nu \quad (4.5)$$

where $dR/dT$ is the differential rate, $d\Phi/dE_\nu$ is the neutrino differential flux (i.e. total flux $\times$ normalized energy spectrum [84]) and $d\sigma/dT$ is given by Equation 4.2. Integration of Equation 4.5 from $T=0$ to $T_{\text{max}}$ leads to the total interaction rates of these species.

As is the case for mono-energetic $\nu$s, the difference between the normalized electron recoil spectrum from a continuous pure $\nu_e$ ($P_{ee}=1$) and pure $\nu_x$ flux ($P_{ee}=0$) is small (Figure 7 in [85]). Nevertheless, as $P_{ee}$ depends on $E_\nu$ (Figure 2.5), and the absolute magnitude of $\sigma_{\nu_e}$ and $\sigma_{\nu_x}$ are significantly different (Figure 4.2), changes in $P_{ee}$ throughout the energy range of the continuous spectrum can lead to spectral distortion. An example of this phenomenon is the expected “upturn” with decreasing energy in the electron recoil spectrum from $^8$B $\nu$s due to the increase in $P_{ee}$ with decreasing $E_\nu$ [86]. For CNO $\nu$s, whose energy range is mostly within the vacuum-oscillation region, the uncertainties in $P_{ee}$ within LMA-MSW lead to $<1\%$ changes in the normalized electron recoil energy spectra. We stress, though, the significant dependence of the recoil spectra, which are used to extract the corresponding interaction rates (Chapter 8), on the oscillation model.

Figure 4.4 shows the electron recoil spectra from $^{13}$N, $^{15}$O and $^{17}$F $\nu$s. As the $\beta$-decay of $^{15}$O and $^{17}$F are allowed nuclear transitions, with almost identical Q-values (Table 4.1), and daughter nuclei that are very close in atomic number, their emitted
neutrino energy profiles are very similar. Therefore, the contribution of the $^{17}\text{F}\,\nu\,\text{s}$ can be considered as a few % increase in the $^{15}\text{O}\,\nu\,\text{flux}$. Furthermore, there is a strong correlation between the $^{13}\text{N}$ and $^{15}\text{O}\,\nu\,\text{fluxes predicted by the SSMs (Table 2.2)},$ i.e. under the change of the solar model parameters within uncertainty, and even under the change of solar model (high or low metallicity), the ratio between these fluxes changes by $<2\%$. Figure 4.4 illustrates the magnitude of this difference in the total electron recoil spectrum from CNO $\nu\,\text{s}$.

4.3 Other

The electron recoil spectra and rates from $pp$ neutrinos can be computed from Equation 4.5 (Figure 5 in [85]), while the $0.38\,\text{MeV}\,^{7}\text{Be}\,\nu\,\text{s}$ should lead to a box-shaped electron recoil spectrum characteristic of a mono-energetic species (Figure 6 in [85]). In both cases, $T_{\text{max}}$ is below the energy threshold of this analysis ($0.3\,\text{MeV}$) and, therefore, their contribution to the count rate in the relevant energy range is negligible.

The $^{8}\text{B}$ electron recoil spectrum may also be computed from Equation 4.5 (Figure 3 in [85] and Table IV in [83]), although due to its large $T_{\text{max}}$ and low rate (Table 4.1) its magnitude is small and relatively constant throughout the relevant energy range, with a value of $\sim 0.07\,\text{day}^{-1}(100\,\text{ton})^{-1}\,\text{MeV}^{-1}$, at least an order of magnitude lower than the differential rate from the other solar $\nu\,\text{s}$ species (Table 8.1).
Chapter 5

Physical Backgrounds

As discussed in Chapter 4, the signal from solar $\nu$s in Borexino is the energy spectrum of the elastically scattered electrons. To identify this signal, it is necessary for the rate of particle recoils from other sources to be smaller than those from solar $\nu$s in the energy region of interest, i.e. $\lesssim 10^{-100} \text{day}^{-1}(100 \text{ton})^{-1} \text{MeV}^{-1}$ below 3 MeV. Decays from natural radioactivity are the same physical process that produces neutrinos in the Sun. Therefore, they emit particles with similar energies and thus are the most dangerous background for solar $\nu$ spectroscopy.

Radioactive decay is the spontaneous transmutation of an atom into another. The probability of any atom to transmute is constant over time and independent of any environmental factor. Therefore, a particular radioactive process may be characterized by the time it takes for half of the atoms in a large sample to decay, i.e. its half-life ($\tau_{1/2}$). The total mass difference between the initial and final atomic states corresponds to the total energy released in the process ($Q$-value).

Table 5.1 summarizes the most common radioactive processes. For the radioactivity of a particular isotope to be a potential background in Borexino, its half-life and abundance in the detector need to be such as to lead to a sufficiently large decay rate.
Type Decay process $E_{\text{dep}}$ probability density $\delta(Q - E_{\text{dep}})$
\(\alpha\) $m_1^0C \to m_1^{n-4}A^{2+}^2He^{2+} \to m_1^{n-2}A^4He$ 
EC $m_n^mC \to m_{n-1}^mB^* + \nu_e \to m_{n-1}^mB + \nu_e$ 
\(\beta^+\) $m_n^mC \to m_{n-1}^mB^- + e^+ + \nu_e \to m_{n-1}^mB + \nu_e$ 
\(\beta^-\) $m_n^mC \to m_{n+1}^mD^+ + e^- + \bar{\nu}_e \to m_{n+1}^mD + \bar{\nu}_e$ 

Table 5.1: The most common types of natural radioactivity. The initial, intermediate and final states are given in every case. The daughter nucleus in the intermediate state may be excited, promptly decaying to its ground nuclear state by electromagnetic processes, e.g. the emission of $\gamma$-rays. $\alpha$ decay and electron capture (EC) are two-body processes, in which the emitted particles are mono-energetic. Neutrinos are emitted in EC, $\beta^+$ and $\beta^-$ decay modes and due to their very small interaction cross-sections do not deposit any energy in the target, i.e. their kinetic energy may be considered to be lost. As $\beta^\pm$ decay is a three-body process, the kinetic energy ($T$) spectrum of the emitted $e^\pm$ is continuous. The spectrum (probability density) of the energy deposited in the target is given in the last column. $Q$ is the difference in rest mass-energy between the initial and final states. $E_\gamma$ is the energy, if any, emitted in the de-excitation of the daughter atom, and, in the case of $\beta^+$ decay, it also includes the energy released by $e^+\cdot e^-$ annihilation ($2m_e c^2$). The deposited energy from $\beta^+$ and $\beta^-$ decay can be described by the same expression, where $K$ is a statistical kinematic factor, and $F$ is the coulomb factor, due to the electromagnetic repulsion (attraction) between the emitted $e^\pm$ and the daughter nucleus. $S$ is the shape factor for the particular decay, which is constant except for forbidden decays, where the emitted $e^\pm$ and neutrino carry non-zero orbital angular momentum. The deposited energy spectrum from $\beta^\pm$ decays will extend from $E_\gamma$ to $Q$. Figure 5.1 gives examples of the energy spectra from $\beta^\pm$ decays observed in Borexino.

5.1 Primordial radioactivity

Certain radioactive isotopes produced in past supernovas, whose remnants are an important constituent of the Earth, have long enough half-lives to persist since the planet’s formation, yet sufficiently short to lead to measurable radioactivity. These primordial isotopes have half-lives that are of the same scale as the age of the Solar System (Table 5.2). The dominant isotopes are $^{40}K$, $^{232}Th$ and $^{238}U$. The last two are the initial step in decay sequences of multiple isotopes (Figure 5.2) and, therefore, the total radioactive intensity induced by them is $> 10$ times their individual decay rates.

As Borexino is constructed from materials that were extracted from the Earth’s
Figure 5.1: Characteristic deposited energy spectra of some backgrounds observed in Borexino. \( \beta \) emitters will deposit a range of energies, with the probability distribution given in Table 5.1. \(^{85}\text{Kr}\) is a \( \beta^- \) synthetic isotope, whose \( Q \)-value (0.687 MeV) is close to \( T_{\text{max}} \) from \(^7\text{Be}\) solar \( \nu_s \) (Table 4.1). \( \beta^+ \) emitters, e.g. cosmogenic \(^{11}\text{C}\), will always deposit at least \( 2m_e c^2 = 1.022 \text{MeV} \) from the \( e^+ - e^- \) annihilation \( \gamma \)-rays, leading to the observed offset. Mono-energetic \( \gamma \)-rays produced by \(^{208}\text{Tl}\) decays in the SSS and PMTs can deposit energy within the FV. As the attenuation length of \( \gamma \)-rays increases with increasing energy (Figure 5.4), \( \gamma \)-rays that have not lost any energy are the most penetrating, leading to the prominent full-energy peak at 2.615 MeV. The decreasing low-energy tail is due to those \( \gamma \)-rays that have lost some energy on their path to the active target.

crust, radioactivity from primordial isotopes is omnipresent. Thus, great care was taken in the selection of materials for the detector’s construction and in the purification of the scintillator (Sections 3.1, 3.2 and 3.3). Radioactivity from these isotopes may be found within the scintillator or may be the source of \( \gamma \)-rays from the peripheral structure that penetrate into the active target\(^1\) (Table 5.4). Even the flux of \( \bar{\nu}_e \) produced by the decays of these isotopes in the Earth can be measured in Borexino [50].

\(^1\)Charged particles emitted in radioactive decay, i.e. \( \alpha \)s and \( \beta \)s, have ranges in scintillator that are \(<1 \text{mm}\) and \(~cm\), respectively, too small to constitute any background whose origin is external to the active target and IV.
Figure 5.2: Radioactive decay chains of $^{232}$Th and $^{238}$U. Isotopes whose decay energy is below the analysis region are colored white. Energies shown are $Q$-values for $\beta$ emitters (blue) and $\alpha$ kinetic energy for $\alpha$ emitters (yellow). Times shown are half-lives. Secular equilibrium is likely to hold only within the set of isotopes grouped by dotted lines. Adapted from Figures 3.9 and 3.13 in [11].
<table>
<thead>
<tr>
<th>Isotope</th>
<th>$\tau_{1/2}$ (Gy)</th>
<th>Fraction of crustal mass / 10^{-6}</th>
<th>Decay intensity in the crust / Bq/kg</th>
<th>Decay intensity in BX / day^{-1}(100 ton)^{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{40}$K</td>
<td>1.28</td>
<td>2.6</td>
<td>700</td>
<td>&lt;0.4 (Table 9.1)</td>
</tr>
<tr>
<td>$^{87}$Rb</td>
<td>47.5</td>
<td>25</td>
<td>84</td>
<td>-</td>
</tr>
<tr>
<td>$^{138}$La</td>
<td>105</td>
<td>0.035</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td>$^{147}$Sm</td>
<td>106</td>
<td>1.1</td>
<td>1.0</td>
<td>-</td>
</tr>
<tr>
<td>$^{176}$Lu</td>
<td>37.8</td>
<td>0.013</td>
<td>0.03</td>
<td>-</td>
</tr>
<tr>
<td>$^{187}$Re</td>
<td>43.5</td>
<td>4.4â10^{-4}</td>
<td>7â10^{-4}</td>
<td>-</td>
</tr>
<tr>
<td>$^{232}$Th</td>
<td>14.1</td>
<td>9.6</td>
<td>41</td>
<td>0.16±0.03 [5]</td>
</tr>
<tr>
<td>$^{235}$U</td>
<td>0.704</td>
<td>0.019</td>
<td>1.6</td>
<td>0.05±0.04 [5]</td>
</tr>
<tr>
<td>$^{238}$U</td>
<td>4.47</td>
<td>2.7</td>
<td>35</td>
<td>0.60±0.06 [87]</td>
</tr>
</tbody>
</table>

Table 5.2: Known isotopes with $\tau_{1/2}$ between 0.2 and 500 Gy (10^9 years). The third column shows the fractional contribution of the isotope to the mass of the Earth’s crust [88]. These are the main sources of natural radioactivity that persist since the Earth’s formation. $^{232}$Th and $^{238}$U are the first isotopes of long chains of successive decays (Figure 5.2). $^{40}$K and $^{87}$Rb decay to stable isotopes. The $Q$-value of $^{40}$K depends on its decay mode (1.31 MeV for $\beta^-$ and 1.50 MeV for EC). Decays from $^{87}$Rb ($Q$=0.28 MeV) are below the analysis threshold (0.3 MeV). The fourth column shows the average decay intensity in the crust. The last column shows the decay intensity in Borexino’s scintillator after initial purification. For $^{232}$Th, $^{238}$U and $^{235}$U, the estimates were obtained from counting time coincidences in the decay chain (Table 5.3) and assuming secular equilibrium. The limit on $^{40}$K is a result of this analysis.

### 5.1.1 $^{232}$Th, $^{238}$U and $^{235}$U

Figure 5.2 shows the segments of the $^{232}$Th and $^{238}$U decay chains that are expected to be in secular equilibrium, i.e. the decay rates in the target of all the isotopes in the segment are expected to be the same. This occurs when there is a set of isotopes whose abundance is dominated by radioactive decay, and whose production rate (determined by the decay rate of the heaviest isotope in secular equilibrium) is much smaller than their probability of decay ($\ln 2/\tau_{1/2}$).

As some isotopes in the decay chain have half-lives that are much smaller than the mean time between uncorrelated decays in the active target, the coincidence between the energy deposited by its decay and the decay of its parent can be identified with high efficiency. By measuring the rate of these time coincidences (Table 5.3), it is possible to obtain the decay rate of all isotopes that are expected to be in secular...
Table 5.3: Sequences (coincidences) that can be identified with high efficiency due to the
time and space correlation between successive nuclear processes. From these we obtain
samples of decays from different radioactive processes and with different energies. The
energy deposited by $\alpha$ decays (in italics) produce considerably less light than $\beta$ decays
due to the lower scintillation efficiency (Section 6.5). In the first five cases, $\tau_{1/2}$ is set by
the half-life of the second isotope in the sequence (Figure 5.2). The $e^-n$ coincidence is
a product of interaction between $\bar{\nu}_e$ and protons in the target [50]. The produced $e^+$
will deposit its energy and annihilate with a bulk electron promptly, while the neutron will most
likely react (capture) with $^1H$ in the scintillator, with a characteristic time $\tau_{1/2}$, to produce
an excited state of $^2H$, which decays by the emission of a 2.22 MeV $\gamma$-ray.
equilibrium with them, and to provide an estimate for the radioactive contamination
in the target (Table 5.2). These studies suggest that the radioactivity in Borexino’s
scintillator from the isotopes in the decay chains of $^{232}$Th and $^{235}$U, and from those
in the decay chain of $^{238}$U before $^{222}$Rn (whose chemical properties allow it to enter
the active target through different mechanisms), are $<1$ day$^{-1}$ (100 ton)$^{-1}$, lower than
the interaction rates from $^7$Be, pep and CNO solar $\nu$s (Table 4.1). This conclusion is
supported by an independent analysis of the $\alpha$ energy spectrum (Figure 6.17 of [11]).

5.1.2 $^{214}$BiPo

The time coincidence between the decays of $^{214}$Bi and $^{214}$Po is useful for detector
calibration. It is a product of $^{222}$Rn, which is a gas that is constantly being emanated
by materials due to contamination from $^{238}$U and its daughters. As $^{222}$Rn has a
relatively long half-life, $^{214}$BiPo coincidences are common ($>10^4$ in the IV over 3 y,
Figure 3.10 in [11]) and distributed within the active target (Figure 3.11 in [11]).

$^{214}$Bi can $\beta^-$ decay into many different excited states, producing a large variety
Figure 5.3: Average fraction of the energy deposited by $^{214}\text{Bi}$ decays in the active target that is deposited by the $\gamma$-rays from the de-excitation of the daughter nucleus. For deposited energy below 1.4 MeV, <5% of the energy is deposited by $\gamma$-rays. Therefore, low-energy $^{214}\text{Bi}$ decays are a sample of mostly pure $\beta^-$ decays.

of $\gamma$-rays. For $^{214}\text{Bi}$ decays in the active target, the average fraction of the energy deposited by $\gamma$-rays depends on the total energy deposited from the decay (Figure 5.3). As $^{214}\text{Bi}$ is the most intense source of $\gamma$-rays from the $^{238}\text{U}$ chain, it is an important contributor to the external background from the peripheral structure (Table 5.4).

### 5.1.3 $^{210}\text{Bi}$ and $^{210}\text{Po}$

$^{210}\text{Pb}$ is an isotope in the $^{238}\text{U}$ decay chain whose half-life ($\tau_{1/2}=22\text{y}$) is the longest of all the daughters of $^{222}\text{Rn}$. As a material is exposed to $^{222}\text{Rn}$, contamination from $^{210}\text{Pb}$ and its daughters, $^{210}\text{Bi}$ and $^{210}\text{Po}$, remains$^2$. In the case of liquids (e.g. the scintillator itself or the water used for its purification [39]), this leads to bulk contamination, while for solids (e.g. the nylon vessels or the liquid handling system), exposure to $^{222}\text{Rn}$ gas leads to surface contamination, which may then wash off into

---

$^2$The Rn isotopes and their daughters produced in the $^{232}\text{Th}$ and $^{235}\text{U}$ decay chains are short-lived. Therefore, no significant radioactivity is expected in the target from them due to gas emanation or surface contamination.
the scintillator. As the $^{210}\text{Bi}$ half-life is considerably shorter than both $^{210}\text{Pb}$'s half-life and the timescale of the experiment, it is expected to be in secular equilibrium with $^{210}\text{Pb}$, while $^{210}\text{Po}$'s half-life is long enough for it to be found out of secular equilibrium. The $Q$-value of $^{210}\text{Pb}$ (0.063 MeV) is below the detector threshold, but $^{210}\text{Bi}$ and $^{210}\text{Po}$ have proven to be two dominant backgrounds in the target ($>10\text{ day}^{-1}(100\text{ ton})^{-1}$).

$^{210}\text{Bi}$ decays by a forbidden $\beta^-$ process with a $Q$-value of 1.16 MeV, which is close to the maximum kinetic energy of recoiling electrons from pep and CNO solar $\nu_s$. Small differences in its spectral shape may have a large systematic effect in the extraction of the faint pep and CNO solar $\nu$ signals. Thus, special care was taken in understanding its spectral shape (Section 8.2.5 of [5]).

The spatial distribution of radioactive backgrounds that are introduced into the active target depends on their chemical form (e.g. in solution with the scintillator, as a particulate, etc.). Although the nature of $^{210}\text{Pb}$ in the detector is unknown, $^{210}\text{Bi}$ rates in the FV have increased throughout the data used for this analysis (Figure 6.25 in [11]), presumably introduced mostly from the top of the IV by detector operations. Therefore, the spatial distribution of $^{210}\text{Bi}$ decays is not expected to be constant nor uniform.

$^{210}\text{Po}$ is the most prominent background of primordial origin in the scintillator. Its signal is a monoenergetic peak that falls in the neutrino energy region, due to the low scintillation efficiency of $\alpha$ decays (Section 6.5.3). Fortunately, as the scintillation time profile of $\alpha$s is different from the one of electron recoils (Section 6.4.1), $^{210}\text{Po}$ can be effectively removed from the energy spectrum (Section 8.1). Both its time (Figure 3.8 in [11]) and space (Figures 12 and 13 in [89]) distributions have been highly unstable throughout the history of the experiment, as its decay rate is shorter than the time scale of the experiment and it is readily introduced into the active target by refilling operations.
<table>
<thead>
<tr>
<th>Isotope</th>
<th>Source</th>
<th>$F_\gamma$</th>
<th>Highest energy $\gamma$</th>
<th>Highest intensity $\gamma$</th>
<th>Rate in FV/day$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{40}$K</td>
<td>$^{40}$K</td>
<td>0.11</td>
<td>1.461</td>
<td>0.11</td>
<td>1.461</td>
</tr>
<tr>
<td>$^{60}$Co</td>
<td>$^{60}$Co</td>
<td>1.00</td>
<td>2.505</td>
<td>2×10$^{-8}$</td>
<td>1.332+1.173</td>
</tr>
<tr>
<td>$^{208}$Tl</td>
<td>$^{232}$Th</td>
<td>1.00</td>
<td>2.615</td>
<td>0.99</td>
<td>2.615</td>
</tr>
<tr>
<td>$^{212}$Bi</td>
<td>$^{232}$Th</td>
<td>0.09</td>
<td>1.806</td>
<td>9×10$^{-4}$</td>
<td>0.727</td>
</tr>
<tr>
<td>$^{214}$Bi</td>
<td>$^{238}$U</td>
<td>0.82</td>
<td>3.270</td>
<td>6×10$^{-7}$</td>
<td>0.609</td>
</tr>
<tr>
<td>$^{228}$Ac</td>
<td>$^{232}$Th</td>
<td>1.00</td>
<td>2.029</td>
<td>2×10$^{-5}$</td>
<td>0.911</td>
</tr>
</tbody>
</table>

Table 5.4: Greatest sources of external $\gamma$-rays. $F_\gamma$ is the fraction of decays that emit $\gamma$-rays, while $I_\gamma$ is the fraction of decays in which a particular $\gamma$-ray is emitted. $^{40}$K decays by EC 11% of the time, with the emission of a $\gamma$-ray. $^{60}$Co is a relatively short-lived ($\tau_{1/2}=5.27\text{ y}$) anthropogenic isotope commonly found in steel. The heavier isotopes are those from the $^{238}$U and $^{232}$Th decay chains that produce $\gamma$-rays with energies >1 MeV. As the extinction coefficient of $\gamma$-rays decreases with increasing energy (Figure 5.4), higher energy $\gamma$-rays are the dominant source of external background. The last column shows the expected rate in the FV from the dominant species, as obtained for Table 5 in [5] using the measured radioactive contamination of peripheral materials [53, 58]. A low rate (0.5±0.1 day$^{-1}$ in the IV) of external $\gamma$-rays with energies >5 MeV has been observed (Section 4.3.1 of [90]), possibly from neutron captures in the peripheral structure. Figure 5.1 shows the deposited energy spectrum in Borexino’s FV by an external mono-energetic $\gamma$-ray ($^{208}$Tl).

### 5.2 Anthropogenic radioactivity

Radioactive isotopes that are artificially produced by humans can be a source of background in Borexino. $^{60}$Co, a $\gamma$-emitter (Table 5.4), was measured in the steel of the nylon vessel end-caps [53]. $^{137}$Cs is the dominant isotope from nuclear fallout on the surface, which is relatively high near the laboratory following Chernobyl [92,93]. Only one dust sample from Borexino’s experimental hall in 2002 showed evidence of $^{137}$Cs, at 2±1 Bq/kg, ~0.2% of the radioactivity from $^{40}$K [94].

$^{85}$Kr (Figure 5.1, $\tau_{1/2}=10.8\text{ y}$) is a fission product that has been released by nuclear testing and power plans into the atmosphere, leading to a decay rate in air of 1 Bq/m$^3$ [95,96]. It is efficiently removed from the scintillator by nitrogen stripping [39,87]. Unfortunately, a small air leak during filling introduced a significant amount of $^{85}$Kr into the active target. Its rate in Borexino can be measured independently from the spectral analysis to be 30±5 day$^{-1}$(100 ton)$^{-1}$ [97], by relying on its unlikely decay.
Figure 5.4: Extinction coefficient of $\gamma$-rays in Borexino’s scintillator. The contributions from the different physical processes are shown. For the energy range of $\gamma$-rays from natural radioactivity ($<3\text{ MeV}$) and above the analysis threshold (0.3 MeV), Compton scattering dominates. The attenuation length is the inverse of the extinction coefficient. Values obtained from [91].

to an excited state of $^{85}\text{Rb}$ (Table 5.3).

The $^{85}\text{Kr}$ decay rate has been stable within the FV for the data used in this analysis (Figure 6.25 in [11]), consistent with the $^{85}\text{Kr}$ contamination occurring at filling, and suggesting that there has been no significant change in its spatial distribution.

### 5.3 Cosmogenic radioactivity

Cosmic rays can interact with nuclei in the atmosphere and produce radioactive isotopes. $^{39}\text{Ar} (Q=0.57 \text{ MeV}, \tau_{1/2}=269 \text{ y})$ has an activity in air of 13 mBq/m$^3$ and should be removed efficiently by nitrogen stripping [98]. From the air leak that introduced $^{85}\text{Kr}$, we expect 0.4 day$^{-1}$(100 ton)$^{-1}$ of $^{39}\text{Ar}$ in the active target.

$^{14}\text{C} (\tau_{1/2}=5.7 \text{ ky}, Q=0.16 \text{ MeV})$ is produced by cosmic ray interactions with nitrogen in the atmosphere, and through carbon dioxide it is absorbed into the Earth’s biosphere, constituting $10^{-12}$ of carbon by mass. As PC is obtained from petroleum,
which has been kept underground for millions of years, its $^{14}\text{C}$ content is much smaller, $\sim 3 \times 10^{-18}$ of carbon by mass (the residual activity could be due to contamination from atmospheric carbon or nuclear processes underground [99, 100]). $^{14}\text{C}$ is chemically identical to $^{12}\text{C}$, therefore the 40 Bq $(100 \text{ton})^{-1}$ of background from $^{14}\text{C}$ cannot be removed from the scintillator by purification. This background dominates the detector’s trigger rate and is the main source of event “pileup,” where decays occur so close in time that they cannot be distinguished from one another (Section 3.2.2 of [11]). $^{14}\text{C}$ pileup has so far effectively set the low-energy limit of solar $\nu$ spectroscopy with Borexino at $\sim 0.3$ MeV.

5.3.1 $^{12}\text{C}$ spallation

Cosmic rays may also produce radioactivity in the scintillator (Table 5.5), in particular from the spallation of $^{12}\text{C}$ nuclei, the dominant composite nuclear targets in the scintillator (Table 3.2)\(^3\).

As the scintillator was exposed to the high muon flux at the surface for only 1–2 days [101], and was then purified underground [102], no significant background from $^7\text{Be}$ ($\tau_{1/2}=53 \text{ d}$) was observed after detector filling. The activation of $^{10}\text{Be}$ is a much slower process due to its longer half-life ($\tau_{1/2}=1.51 \times 10^6 \text{ y}$) and, therefore, assuming no significant original $^{10}\text{Be}$ activity in the petroleum\(^4\), we expect its decay rate at filling to be negligible. Still, there is a residual cosmic muon flux through Borexino $(1.228 \pm 0.004 \text{ m}^{-2}\text{h}^{-1}$ [104], $\bar{E}_\mu=270 \pm 18 \text{ GeV}$ [105]). As the spatial topology of muons (a track) is very different from radioactive decay, and they produce a very bright signal (they deposit $\sim 3$ MeV cm$^{-1}$ [106]), event selection cuts (Section 7.1) exclude unidentified muons with very high efficiency from the energy spectrum. Nevertheless, their

\(^3\)The only possible nuclear transmutation of the $^1\text{H}$ nucleus (a single proton) is into a free neutron.

\(^4\)The neutron energy threshold for $^{12}\text{C}(n,^3\text{He})^{10}\text{Be}$ is $\sim 20$ MeV [103], considerably larger than the energies of $ns$ produced by radioactive decay in deep underground petroleum deposits. Therefore, $^{10}\text{Be}$ production in the petroleum should be dominated by cosmogenic neutrons, whose flux in the deposit should not be larger than in Borexino.
interactions with nuclei in the active target produce radioactive isotopes (Table 5.5).

Most of these isotopes are relative short-lived ($\tau_{1/2} < 1$ s) and have large $Q$-values ($>10$ MeV), leading to low differential count rates in the solar $\nu$ energy region that can be suppressed by discarding decays that occur a short period of time after muons cross the SSS.

We note the important role that free $ns$ play in the production of these isotopes,
Figure 5.5: Digitized waveform by the 1-channel system (Section 3.5.1) of a muon and the subsequent captures of the ~1375 ns it produced in the active target. The light signal produced by the muon is the first, large pulse on the far left of the window. Each spike below the baseline corresponds to the light from a γ-ray emitted by the excited nucleus after n-capture. Both captures on $^1$H ($E_\gamma=2.22$ MeV), and $^{12}$C ($E_\gamma=4.95$ MeV), which occur 0.9% of the time, can be seen. The characteristic $\tau_{1/2}=177$ µs of the process is evident from the decrease in the n-capture rate with increasing time after the muon.

We have observed that a small fraction of the highest energy muons contribute significantly to n production (Section VI.B in [66], e.g. Figure 5.5), suggesting a correlation between cosmogenic signals, which may lead to production time distributions (e.g. Figure 20 in [109]) that deviate significantly from those of a Poisson process.

In the context of ns, cosmogenic isotope production has been argued to be distributed uniformly in space within the active target (Section V of [66]). This has been confirmed for the case of $^{11}$C decays within 3 m of the center of the detector (Section 5.3.1 of [109]).

Decays from cosmogenic $^{11}$C are problematic for pep and CNO solar $\nu$ spectroscopy, as the rate is ~10 times higher than that of electron recoils from these $\nu$s, and its energy spectrum (Figure 5.1) overlaps with the end-point, a crucial feature, of
the signal’s spectrum. Furthermore, its half-life ($\tau_{1/2}=20.4 \text{ min}$) is much longer than the average time between muons through the SSS ($\sim20 \text{ s}$), and therefore it is not possible to identify $^{11}\text{C}$ decays by relying on the time of muons alone. Strong correlation between $^{11}\text{C}$ and $n$ production was first proposed in [110], and more detailed studies [111] showed that in interactions that produce 95% of $^{11}\text{C}$, at least one $n$ is also found in the final state. Thus, by relying on the identification of cosmogenic neutron captures in the scintillator, it is possible to suppress this background (Section 7.3).
Chapter 6

Event Reconstruction

The time profile of the charge output by the individual PMTs contains all the necessary information to reconstruct the time, position and energy of particle interactions in the detector.

A software package is used to interpret the raw data and run the algorithms to obtain the physical properties of the particle interactions. There are two sets of algorithms for event reconstruction, with independent event processing chains: Echidna and MOE\(^1\). Many steps in the event processing are very similar between the two, though there are certain important features that are unique to each set.

6.1 Hit reconstruction

In Section 3.5, we discussed the channel information that is stored in the raw data after every detector trigger. The first step in event reconstruction is to read the integrated charge and the time, relative to the trigger gate, of the firing of the channel discriminator, i.e. the PMT hit. This process is detailed in Section A.1 of [74] and in [112]. The hits corresponding to service triggers (Table 3.4) are used to evaluate the performance of the channel in time and charge measurement (Figure 3.8) and its

\(^1\)This is the successor of Mach4.
Figure 6.1: Decoded PMT hit times in the 16.5 $\mu$s ID trigger gate. Two scintillation pulses from the $^{214}$BiPo decay sequence (Section 5.1.2) can be seen. The shaded gray regions are the identified clusters. Figure 6.2 shows the spatial distribution of the hit PMTs in the first cluster. The hits that do not belong to the clusters are most probably dark noise.

dark noise level. Hits that occur within a non-service trigger gate from channels that are regarded to have reliable timing information and low dark noise (Figure 3.8) are ordered in time and handed over to the clustering algorithm.

### 6.2 Clustering

Clustering is the process by which scintillation pulses in the active target are identified. The process relies on finding a cluster of hits in time within the trigger gate. The algorithm scans the trigger gate chronologically and identifies the regions where the time-density of hits is greater than some threshold. The cluster is this region plus some additional time after its end-point to assure that as many hits as possible that belong to the scintillation pulse are included. Figure 6.1 shows clustered events in a trigger gate.

Generally, it is required for there to be at least 20 hits in a cluster. In MOE, the
length of the cluster is dependent on the total number of hits in it, with a length ranging from $\sim 0.7 \mu s$ to 2–3 $\mu s$. The value of the hit time-density threshold for clustering depends on the estimated dark noise rate in the trigger gate, which is different depending on the trigger type (Section 4.2 of [11]). If two interactions are too close in time (<0.25 $\mu s$ apart) the algorithm cannot cluster them separately, leading to a single cluster with two scintillation pulses, i.e. pileup.

### 6.3 Position reconstruction

Once a cluster has been identified, we can consider the time of the hits and the position of the hit PMTs to reconstruct the position of the interaction. This is done by the “LNGS implementation” in Echidna of a time-of-flight subtraction algorithm [113].

Suppose that the interaction occurred at some position $r_*$ and time $t_*$ in the active target. For every hit time $t_i$, we may subtract the interaction time and the time it took light to travel from that point to the corresponding PMT, positioned at $r_i$, to obtain the emission time of the detected photon relative to the interaction time:

$$ t'_i = t_i - n_r \frac{|r_i - r_*|}{c} - t_* $$  \hspace{1cm} (6.1)

We have assumed that light travels in a straight line from the interaction point to the light detector and that $n_r$ is the effective index of refraction of the scintillator.

If we know the profile of the scintillation light, i.e. its probability density function relative to the interaction time, $P(t)$, we can compute the likelihood of the event occurring at $r_*$ and $t_*:

$$ L(r_*, t_*) = \prod_{i=1}^{N_{\text{hit}}} P(t'_i) $$  \hspace{1cm} (6.2)

By finding the values for $r_*$ and $t_*$ for which $L$ is maximum, we obtain, under the assumption that the hits are statistically independent, the most likely coordinates of
The fact that the electronics only record the time of the first pe produced by a PMT introduces an energy bias in the algorithm, as a channel’s hit time probability distribution from a particular interaction position is dependent on the output number of pe: the larger the number of pe, the earlier, on average, the time of the hit. To tackle this problem, we have adopted in the computation of the likelihood (Equation 6.2) $P(t)$ distributions that depend on the charge of the hit (Figure 4.10 in [11], [114]).

$n_r$ has been set to 1.68, by matching the reconstructed position of radioactive sources placed within the active target with the measured position by the camera system (Section 3.6). This value is significantly different than the measured refractive

\[^{2}\text{This can be regarded as an unbinned maximum likelihood fit to the scintillator’s time profile, with } r_\ast \text{ and } t_\ast \text{ as the free parameters.}\]
Figure 6.3: Reconstructed distance from the center of the detector by the time-of-flight subtraction algorithm for different event distributions. The point source corresponds to the acquired data when a $^{222}$Rn source was placed at (0.05 m, -0.02 m, 3.01 m) in the active target. The mean value of the distribution is within a few cm of the true source position, while the width of the distribution ($\sim 14$ cm) is the resolution of the algorithm (Figure 4.15 in [11], [114]). The uniform species (e.g. electron recoils from solar $\nu$s and cosmogenic isotope decays) and external $\gamma$-ray distributions are simulated, considering the algorithm resolution and a spherical active target of 4.25 m in radius. An attenuation length of 24 cm is assumed for the external $\gamma$-rays, which is evident on the left side of the distribution.

index of the scintillator and buffer fluids (Table 3.1). $c/n_c$ has been found to be similar to the group velocity of scintillation light in the ID, which is smaller than its phase velocity due to the wavelength dependence of the refractive index [115].

After this tuning, the dominant bias in the time-of-flight subtraction algorithm is in the measurement of the $z$ coordinate of an event [114, 115], for which it returns a value that is generally smaller (lower) than the position measured by the cameras. For radioactive sources placed $\sim 3$ m from the center of the IV, this bias is $-3 \pm 1$ cm (Figure 8 in [114]).

Figure 6.3 shows some characteristic spatial distributions of radioactive species found in Borexino, as obtained by the position reconstruction algorithm.
Figure 6.4: Average hit emission-time profiles, relative to the cluster peak, of \(^{214}\text{Bi}^{\text{Po}}\) events less than 4 m from the center of the detector, selected by their correlation in reconstructed space and time (<0.6 m and 20–500 µs apart). Differences in the scintillation decay time between αs and βs are the basis for particle identification. The bump at 50 ns is due to light reflection on the SSS, while the one at 180 ns is due to the single channel dead time (Section 3.5). The dip at 615 ns arises from an over estimate in the number of hits originating from cable reflection (Section 2.2 of [112]).

6.4 Particle Identification

In the event processing chain, the array of the best-fit emission times of the hits is kept and certain characteristic parameters are calculated, in order to understand the nature of the interaction. The emission times are aligned relative to the “peak time”, i.e. the point in the emission time array with the highest time-density of hits. Figure 6.4 shows the average emission time profile of scintillation clusters in the \(^{214}\text{Bi}^{\text{Po}}\) decay sequence (Table 5.3).

6.4.1 α or e?

The differences between the scintillation time profiles of the particles are due to differences in the energy loss per unit path length \((dE/dx)\) of the particle in the
scintillator (Figure 6.8). With larger \(dE/dx\) the particle is more ionizing, leading to a larger fraction of scintillation photons that originate from excited molecules that arise from ion recombination. This process favors the production of excited molecules in a state that is likely to lose energy through a slower radiative process than the predominant state of the molecules produced by direct excitation \[116\].

To describe the \(\alpha\)ness (or \(e\)ness) of the interacting particle causing a clustered event, a Gatti parameter \[117\] can be constructed from the histogram of the hit emission-times:

\[
G \equiv \frac{1}{N_{\text{hit}}} \sum_{i=0}^{N_{\text{bin}}} n_i \times w_i
\] (6.3)

The sum is over the product of the bin contents \((n_i)\) and a weight,

\[
w_i \equiv \frac{a_i - b_i}{a_i + b_i}
\] (6.4)

computed for the corresponding bin from the \(\alpha\) and \(e\) emission-time reference histograms (Figure 6.4), whose bins we label \(a_i\) and \(b_i\), respectively.

Figure 6.5 shows the \(G\) distributions of events in the \(^{214}\)BiPo decay sequence. Positive \(G\) values correspond to \(\alpha\)-like events (0.5% of \(^{214}\)Po clusters have \(G<0\)), while negative values correspond to \(e\)-like events (0.1% of \(^{214}\)Bi clusters have \(G>0\)).

6.4.2 \(e^+\) or \(e^-\)?

As \(dE/dx\) between electrons and positrons is very similar, we do not expect any differences in the time profile of the photons arising from the deposition of the particle’s kinetic energy. Nevertheless, differences in the time profile do exist due to the scintillation photons produced by the two annihilation 0.511 MeV \(\gamma\)-rays, following the formation of positronium \[118\], after the \(e^+\) has deposited its kinetic energy.

Positronium (Ps) may be formed in either one of two states: para-positronium (pPs), where the \(e^-\) and the \(e^+\) have antiparallel spins \((S=0)\), or ortho-positronium
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Figure 6.5: Gatti parameter (G) distributions of $^{214}$Bi ($e$) and $^{214}$Po ($\alpha$) clusters, computed using Equation 6.3 and the reference time profiles shown in Figure 6.4. There is a selection cut of $G<0.02$ for $^{214}$Bi clusters and $G>-0.02$ for $^{214}$Po clusters.

(oPs), where the spins are parallel ($S=1$) [119]. pPs has a sub-ns half-life, while the oPs lives for a few nanoseconds in the scintillator before the $e^+$ annihilates with a bulk electron [120,121]. The delay between the scintillation pulse from the deposition of the $e^+$’s kinetic energy and the light from the annihilation $\gamma$-rays (Figure 6.6), as well as the topology of the back-to-back $\gamma$-rays’ energy deposition, leads to slight differences in the average time profiles of the light produced by $e^-$ and $e^+$ (Figure 10 in [5]). A fit to the time profile of the $\beta^+$ decay of $^{11}$C with Monte Carlo-generated oPs and pPs time profiles (Figure 11 in [5]) suggest that $\sim 53\%$ of the $\beta^+$ decays in the scintillator form oPs, with a half-life of $\sim 2\text{ ns}$.

To develop a particle identification parameter to discriminate between $e^-$ and $e^+$ (PS-BDT), we have used a Boosted Decision Tree (BDT) algorithm from ROOT’s Toolkit for Multivariate Analysis (TMVA) [122,123]. The method relies on optimizing a series of sequential cuts on a set of cluster variables to best separate a sample of known signal ($e^-$) events from a sample of known background ($e^+$) events.
Figure 6.6: Hit emission-time profile of a $\beta^+$ decay, where the $e^+$ deposits its kinetic energy (first peak) and then forms ortho-positronium. The oPs exists for $\sim 10$ ns before the $e^+$ annihilates with a bulk electron to produce $\gamma$-rays (second peak). Only half of $\beta^+$ decays produce oPs, whose half-life is $\sim 2$ ns. Therefore, $\sim 1\%$ of decays have a time separation between the energy deposits that is at least this long. In most decays the peaks overlap in time. The PS-BDT value (Figure 6.7) of this cluster is -0.44.

Figure 6.7: PS-BDT distributions of $^{11}$C and low-energy ($< 1.8$ MeV) $^{214}$Bi events. The shift in the main peak position arises from differences in the topology of the energy depositions, due to the presence of two back-to-back $\gamma$-rays in $\beta^+$ decays. The tail toward negative PS-BDT values in the $\beta^+$ distribution is due to the formation of oPs. Generally, the larger the separation between the prompt and the delayed energy deposition (Figure 6.6), the more negative the value. The bump in the tail may arise from a sudden change in the discrimination efficiency of one of the considered variables once the energy depositions can be clearly distinguished in the hit-emission time profile.
The signal sample are $^{214}$Bi decays with $E<1.8$ MeV, where the energy is predominantly deposited by the $\beta^-$ (Figure 5.3). The background sample are $\beta^+$ decays of $^{11}$C, selected by their space and time correlation with cosmogenic $n$s (Section 7.3). In both cases the selection criteria is independent on the scintillation time profile of the decay.

The cluster variables considered to construct the PS-BDT parameter include properties of the hit emission-time profiles (e.g. moments of the profiles and Gatti parameters), properties of the spatial distribution of the hits, and the uncertainties returned by the position reconstruction algorithm. A detailed description of the variables considered, and the characterization of the signal and background samples and the PS-BDT parameter may be found in Section 6.3 of [5]. Figure 6.7 shows the PS-BDT distributions of $e^-$ and $e^+$.

### 6.5 Energy reconstruction

In Chapter 8 we will extract the solar $\nu$ interaction rates from the spectrum of the charge ($q$) cluster variable$^3$ of scintillation events. This is the addition of the charge, normalized by the channel’s single photoelectron mean, of all hits in the cluster from channels whose charge measurement is considered to be reliable (Figure 3.8). The expected dark noise is subtracted from the total and the total is then multiplied by 2000 and divided by the number of considered channels.

To relate $q$ to the energy of the clustered event, we need to find the relationship between i) $q$ and the total number of photons emitted by the scintillator in the event and ii) the total number of photons emitted and the deposited energy in the active target.

A reasonable assumption is that the probability ($a_i$) that a scintillation photon emitted in the active target produces a photoelectron in a particular ($i$th) PMT is

---

$^3$This is the npe_no_avg_corrected variable output by MOE.
only dependent on the coordinates \((r, t)\) of the interaction\(^4\). As this probability is small \((a_i < 10^{-4})\) and the number of photons emitted in an event is large \((N_\gamma > 10^3)\), the number of produced photoelectrons by a PMT can be well approximated by a Poisson distribution. As such, the probability that a channel registers at least one hit from a scintillation event \((h_i)\) is

\[
h_i = 1 - \exp \left[-a_i(r, t)N_\gamma(E)\right]
\]  

(6.5)

For a particular radioactive point-source, \(h_i\) can be estimated by computing in what fraction of the clusters the channel registers at least one hit. Then, we can estimate the average number of photoelectrons per event \((\mu_i)\) detected by the channel:

\[
\mu_i \equiv a_i(r, t)N_\gamma(E) = -\ln \left[1 - h_i\right]
\]  

(6.6)

Using this expression, we have computed \(\mu_i\) for every live channel for \(^{85}\text{Sr}\) (0.514 MeV), \(^{65}\text{Zn}\) (1.12 MeV) and \(^{60}\text{Co}\) (1.17 MeV + 1.33 MeV) \(\gamma\)-ray sources\(^5\). These were placed at the center of the active target and at \((0 \text{ m}, 0 \text{ m}, \pm 3 \text{ m})\) in June 2009. For every source and position, we normalized by the average of \(\mu_i\) over all channels, i.e.

\[
\frac{\mu_i}{\langle \mu_i \rangle} = \frac{a_i(r, t)}{\langle a_i(r, t) \rangle}
\]  

(6.7)

and showed that, for every channel, this quantity is independent of the energy of the source (the emitted number of photons) which is consistent with the model presented in Equation 6.5 (Slides 4–6 of [124]). A similar study comparing 2.22 MeV \(\gamma\)-rays from an \(^{241}\text{Am}-^{9}\text{Be}\) \(n\) source between January, June and July 2009 demon-

\(^4\)This is the assumption that the events are point-like, the photon emissions are directionally uncorrelated, and the directional profile of the scintillation light is independent of the physical properties of the interacting particle.

\(^5\)At these energies, \(\gamma\)-rays have attenuation lengths \((\lambda)\) of 10–20 cm. The closest PMT to any of the considered source positions is 3.5 m away, for which differences between the light collected from a point source at \(r\) and a diffuse source centered at \(r\) with \(\lambda=20\) cm is <0.05%.
strated time variations of \( a_i(r, t) \) of at most 1\% (Slides 7–9 of [124]). The spatial dependence of \( a_i(r, t) \) is expected, as a PMT subtends a different solid angle depending on the source position. Differences between PMTs are also due to the presence of the light concentrator and variations in quantum efficiency, channel threshold, etc. \( a_i(r, t)/\langle a_i(r, t) \rangle \) distributions for different source positions are shown in Slide 16 of [124].

We may define \( N_{pe} \) as the average number of photoelectrons measured by 2000 channels\(^6\) from a mono-energetic source at a particular position and time in the active target, which may be computed from the measured \( h_i \):

\[
N_{pe} \equiv 2000 \times \langle \mu_i \rangle = 2000 \times \langle a_i(r, t) \rangle N_{\gamma}(E)
\]

(6.8)

\( N_{\gamma} \) may be expressed in terms of the dominant contribution from scintillation photons and a small contribution from Cherenkov light\(^7\):

\[
N_{\gamma}(E) = N_{\gamma, \text{scint}}(E) + N_{\gamma, \text{che}}(E) = L_{\gamma} \times E \times Q(E) + N_{\gamma, \text{che}}(E)
\]

(6.9)

As the scintillator response is, to first order, linear, we have summarized any non-linearity by a multiplicative unitless quenching term \( (Q(E)) \). Finally, we may conveniently express the estimated number of photoelectrons as

\[
N_{pe} = L_{pe}(r, t) \times E \times Q(E) + N_{\text{che}}(E, r, t)
\]

(6.10)

where the position and time dependence of the scintillation light is contained in the photoelectron yield \( L_{pe} \).

In addition to the \( \gamma \)-ray sources \(^{85}\text{Sr}, \, ^{65}\text{Zn} \) and \(^{60}\text{Co} \), and the 2.22 MeV \( n \) capture

\(^6\)With the same spatial distribution as the considered channels.
\(^7\)Most of the emitted Cherenkov light will be absorbed by the scintillator and re-emitted isotropically at longer wavelengths (Table 3.1).
\(\gamma\)-ray, we have also measured \(N_{pe}\) for \(^{203}\text{Hg}\) (0.279 MeV), \(^{54}\text{Mn}\) (0.835 MeV) and \(^{40}\text{K}\) (1.46 MeV) \(\gamma\)-ray sources. These were all deployed in the active target in June 2009.

### 6.5.1 Quenching model

Birks quenching model [125] is based on the assumption that the number of excited scintillating molecules and the number of ionized molecules produced per unit path length by an interacting particle is proportional to \(dE/dx\). Additionally, it considers the possibility that the excited molecules may interact with the ionized (“damaged”) molecules and lose their energy non-radiatively [126]. For large \(dE/dx\), the local concentration of excited and ionized molecules along the particle path is larger, making interactions between them more likely and consequently decreasing the light output per deposited \(dE\).

In this model, the quenching term in Equation 6.10 may be expressed as

\[
Q(E, kB) = \frac{1}{E} \int_0^E \frac{dE'}{1 + kB \frac{dE}{dx}(E')} 
\]

where \(dE/dx\) is a function of the remaining kinetic energy of the particle along its path \((E')\) and depends on the particle type (Figure 6.8). \(E\) is the total energy deposited, i.e. the initial kinetic energy of the particle. \(kB\) is a constant that depends on the material of the target and cannot be estimated from first principles.

For the case of \(\gamma\)-rays, the energy is not directly deposited by the primary particle but by a sequence of electron recoils produced mostly from Compton scattering (Figure 5.4). Thus, we may compute an average quenching factor

\[
Q_\gamma(E_\gamma, kB) = \frac{1}{E_\gamma} \left\langle \sum_j E_j \times Q_e(E_j, kB) \right\rangle 
\]

where the average is over a large sample of Monte Carlo-generated \(\gamma\)-ray events,
Figure 6.8: Energy loss per unit path length of organic scintillator as a function of kinetic energy for different charged particles. The values are those for toluene obtained from [127] and scaled to PC’s mass density. In this work we generally assume $dE/dx$ for $e^+$ to be the same as for $e^-$, although small differences exist [128].

for each of which we have added the corresponding quenched energy of every $(j)$th recoil electron (Section 3.1.2 of [90]$^8$). The computation was performed for a wide range of $kB$ values using [129]. Uncertainties in $dE/dx$ for low energy electron recoils ($<10$ keV) [130,131] were found to have a negligible effect on $Q_\gamma$.

### 6.5.2 $\gamma$-ray calibration

To calibrate the energy scale of Borexino’s scintillator, we can perform a fit to the measured $N_{pe}$ (Equation 6.8) for the different $\gamma$-ray lines using Equation 6.10. For this, we have fixed the contribution from Cherenkov light to that obtained from Borexino’s full Monte Carlo simulation, $g4bx$ (Figure 4 in [90]$^9$), and left the photoelectron yield

---

$^8$The procedure outlined in this reference is the one adopted in this analysis, although the final results are different as the quenching function in [90] was extracted from a fit to $q$ directly, which was later found to include non-linearities introduced by the electronics (Section 4.2 of [89]). Thus, we adopt the energy variable definition and the energy scale calibration results from Section 4 of [89].

$^9$As the Cherenkov contribution to the total number of photoelectrons is $<1\%$ in the energy region relevant to this analysis, our result should be insensitive to the small uncertainties of the Monte Carlo.
\( L_{pe} \) and \( kB \) as free parameters. The results are shown in Figure 6.9.

Comparisons between \( N_{pe} \) for \( \gamma \)-ray lines at different positions suggest that our result for \( kB \) is position independent (Figure 9 in [89]). These parameters also correctly predict \( N_{pe} \) for the \( \gamma \)-ray line from the decay of \( ^{60}\text{Co} \) (Table 8 in [89]).

Ideally, the cluster charge variable \((q)\), which we use as our energy estimator, should be the same as number of photoelectrons measured in the cluster. Unfortunately, this variable is susceptible to electronics effects, e.g. bad channel normalization, single channel dead time, PMT after-pulses, integrator saturation, etc. Therefore, we chose to characterize \( q \) by considering the mean of its distribution \((\langle q \rangle)\) for \( \gamma \)-ray lines for which we have measured \( N_{pe} \) (Section 4.2 of [89]). Generally, \( \langle q \rangle \) is 4–5\% larger than \( N_{pe} \) (Figure 11 in [89]), although the precise relationship is dependent on both its magnitude and the source position.

We can approximate the relationship between \( \langle q \rangle \) and \( N_{pe} \) as

\[
\frac{\langle q \rangle}{N_{pe}} = 1 + a + bN_{pe}
\]  

(6.13)

where the resulting values are \( a=0.05 \) and \( b=-1.25 \times 10^{-5}\text{ pe}^{-1} \) for sources at the center of the active target (Figure 10 in [89]). The non-zero value for \( b \) demonstrates a non-linearity in the energy scale introduced by the electronics in the measurement of \( q \).

With a model to obtain \( N_{pe} \) from the particle’s kinetic energy and \( \langle q \rangle \) from \( N_{pe} \), we can relate our estimator \((q)\) to the energy of the particle:

\[
\langle q \rangle = L_{pe}(r, t) \times Q_{eff}(E, r, t) \times E
\]  

(6.14)

\( Q_{eff} \) is an “effective” quenching factor that includes, in addition to the non-linearity of the scintillation process, the non-linearities introduced by Cherenkov radiation and the electronics. Due to the latter, this term is now slightly dependent on the
Figure 6.9: Result of a fit to the measured $N_{pe}$ with Equation 6.10. The $\gamma$-ray lines considered are those from the decays of $^{203}$Hg, $^{85}$Sr, $^{54}$Mn, $^{65}$Zn and $^{40}$K, and the 2.22 MeV $\gamma$-ray from $n$ capture. The measured $kB$ is related to the physical properties of Borexino’s scintillator, while $L_{pe}$ corresponds to its value at the center of the detector in June 2009.

Figure 6.10: Effective quenching factor (Equation 6.14) for electrons (or positrons) and $\gamma$-rays. The black lines show the measured value at the center of the active target. The gray line is $Q_{\text{eff}}$ for the case where the non-linearity in $q$ due to the electronics is ignored ($b=0$ in Equation 6.13). Coincidentally, this is very similar to the form of $Q_{\text{eff}}$ at (0 m,0 m,3 m) (Figure 11 in [89]).
Figure 6.11: $L_{pe}$ values relative to the center within the active target (color axis), as determined from the $\alpha$ decay of $^{214}$Po in source calibration data. Values between source positions are determined using an inverse-distance weighted interpolation assuming azimuthal symmetry. The cross-section of the FV (Section 7.2) is shown with a dashed line. Left: Jan-Feb 2009 calibration campaign (Runs 9458 - 9615). Right: June 2009 calibration campaign (Runs 10301 - 10391). This is Figure 5.13 in [11].

coordinates of the event. Figure 6.10 shows $Q_{eff}$ for electrons and $\gamma$-rays.

The position dependence of $L_{pe}$, which is independent of the particle type, can be mapped using $^{222}$Rn source calibration data (Figure 6.11). The time dependence of $L_{pe}$ throughout the history of the detector is hard to track, although studies on $\langle q \rangle$ of $^{210}$Po contamination in the active target (Figure 5.14 in [11]) suggest possible changes in $L_{pe}$ associated with the filling of the detector with pure PC.

6.5.3 $\alpha$ energy scale

As the solar $\nu$ signal is extracted from the spectrum of $\beta$-like events, the requirements in the precision of the calibration of the energy scale of $\alpha$ particles is not particularly stringent.

It has been found that the energy response of highly-ionizing nuclear recoils in liquid scintillators (e.g. $p$, $\alpha$ and $^{12}$C) [132,133] is not well described by Birk’s model
(Equation 6.11). For the case of Borexino, a linear fit to \( \langle q \rangle \) as a function of energy for \( \alpha \) lines from \(^{222}\text{Rn}\) source calibration and radioactive contamination in the active target was found to be an adequate description of the energy scale (Section 3.1.3 in [90]). The latest result from an updated analysis (Section 5.2.4 in [11]) yields

\[
\langle q \rangle = 89.31 \ \text{pe/MeV} \times E_\alpha - 264.67 \ \text{pe}
\]  

(6.15)

where this result applies to a uniform source distribution within 3 m of the center of the active target and for \( \alpha \) particle kinetic energies \( (E_\alpha) \) in the 5–9 MeV range.

### 6.6 Muon track reconstruction

For events that coincide with the MTB trigger (Table 3.4) or that correspond to bright signals in the inner detector, the reconstruction of a muon track is attempted. Similarly to the position reconstruction of point-like events (Section 6.3), the procedure relies on finding the muon track which is most likely to produce the observed pattern of the hit times, considering that in the ID light is produced isotropically at every point along the muon track\(^{10}\). In the *Echidna* framework, both the hit information from the OD and ID is used (Section 4.1 of [51]), while in *MOE* only the ID information is considered (Section 5.1 of [109] and Section 4.6 of [11]).

Generally, the resolution on the direction of the muon track (i.e. the angle between the reconstructed track and the true track) is \( 2^\circ - 3^\circ \), and the resolution on the impact parameter about the center of the active target is 30–40 cm (Table 4 in [51]), with no observable systematic bias (Figure 11 in [109]). Figure 6.12 shows an example of the hit pattern produced by a muon and the corresponding reconstructed track.

\(^{10}\)The inclusion of Cherenkov light has no effect on the algorithm, as the Cherenkov light coincides with the wavefront of the scintillation light in the forward direction.
Figure 6.12: Left: Distribution of the hits from a muon event. Almost every live PMT in the detector (squares) registers at least one hit. Red squares represent the earliest hits, while blue squares the latest. Right: The blue squares are the muon entry and exit points on the SSS, as reconstructed by MOE. The entry point is on the right of the figure, coinciding with the cluster of early hits on the SSS. The red squares are the reconstructed position of \( n \) capture \( \gamma \)-rays less than 2 ms after the muon, while the green squares are the reconstructed positions of events in the \( ^{11}\text{C} \) energy region (1–2 MeV, Figure 5.1) less than 2 h after the muon. The IV is shown for reference.
Chapter 7

Event Selection

For this analysis we will consider a subset of the validated data used for the published result on the $^7$Be $\nu$ interaction rate (Section 1 of [89]). We have excluded Period 1, for which the extended data acquisition window after trigger 128 (Table 3.4), essential for detecting cosmogenic ns, had not been implemented.

Table 7.1 shows the dates and corresponding live time for the data periods. For reference, the version of the processed data used in this analysis is labeled cycle12m97.

<table>
<thead>
<tr>
<th>Period</th>
<th>Start week</th>
<th>End week</th>
<th>Start run</th>
<th>End run</th>
<th>Live time / days</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>13 Jan 2008</td>
<td>01 Jun 2008</td>
<td>6898</td>
<td>7937</td>
<td>127.292</td>
</tr>
<tr>
<td>3</td>
<td>08 Jun 2008</td>
<td>05 Oct 2008</td>
<td>7938</td>
<td>8791</td>
<td>99.082</td>
</tr>
<tr>
<td>4</td>
<td>05 Oct 2008</td>
<td>11 Jan 2009</td>
<td>8910</td>
<td>9451</td>
<td>73.728</td>
</tr>
<tr>
<td>5</td>
<td>08 Feb 2009</td>
<td>14 Jun 2009</td>
<td>9713</td>
<td>10297</td>
<td>84.041</td>
</tr>
<tr>
<td>5a</td>
<td>28 Jun 2009</td>
<td>12 Jul 2009</td>
<td>10497</td>
<td>10545</td>
<td>9.017</td>
</tr>
<tr>
<td>6</td>
<td>26 Jul 2009</td>
<td>25 Oct 2009</td>
<td>10750</td>
<td>11517</td>
<td>74.005</td>
</tr>
<tr>
<td>7</td>
<td>01 Nov 2009</td>
<td>24 Jan 2010</td>
<td>11518</td>
<td>12400</td>
<td>72.648</td>
</tr>
<tr>
<td>8</td>
<td>14 Feb 2010</td>
<td>2 May 2010</td>
<td>12489</td>
<td>12940</td>
<td>68.463</td>
</tr>
<tr>
<td>Total</td>
<td>13 Jan 2008</td>
<td>2 May 2010</td>
<td>6898</td>
<td>12940</td>
<td>608.276</td>
</tr>
</tbody>
</table>

Table 7.1: Division of data into different periods. The live time presented in the last column is before any analysis cuts.
7.1 Selecting solar $\nu$ candidate events

To extract the solar $\nu$ signal from the event $q$ spectrum (Chapter 8), it is necessary that only backgrounds whose spectra have been characterized are found in the final sample of events. Section 2.3 of [89] shows the list (1–14) of the data selection criteria before $^{11}\text{C}$ suppression (Section 7.3). These cuts may be grouped according to the events that they are meant to reject:

- Events that are not caused by scintillation light in the active target (e.g. electronic noise). This includes noise in the trigger following a cosmic muon (1), high-frequency noise that leads to multiple clusters within a single trigger gate (5, 12), events where most of the hits are recorded by a single DAQ rack (7, Section 4.7.1 of [11]), and events where the spatial distribution of the hits (10, 11, Section 4.7.2 of [11]) or the output-charge distribution of the working channels (13, 14) is inconsistent with isotropic scintillation light.

- Scintillation events that are not point-like (i.e. cosmic muons) (1). We consider coinciding signals in the OD and the hit time distribution in the ID.

- Cosmogenic isotope decays (Table 5.5) less than 0.3 s after a muon (1, 4).

- Decay sequences (Table 5.3) that are less than 2 ms apart (3, 5).

Of these, the time veto after every identified muon leads to the largest loss of live time (1.8%, Table 5 of [89]). Other minor live time corrections and a study of the probability that a valid solar $\nu$ candidate is misidentified by these criteria can be found in Sections 2.5 of [89] and Section 6.2.3.1 of [11], respectively.
Figure 7.1: Spatial density distributions (color axis) of events with reconstructed position 
-1 m < y < 1 m in two different energy regions. The cross-section of the FV is shown for reference. Left: Events with 120 pe < q < 145 pe where an excess of events away from the end caps (z = ±4.25 m) toward the center of the detector is evident. These are presumably decays from radioactive material in the end caps that are degraded in energy due to a shadowing effect. As the light traveling toward the end cap is lost (or partially reflected) the position reconstruction is biased inward, leading to a source of background whose spectral shape is hard to model and, therefore, needs to be excluded from the FV. Right: Events with 900 pe < q < 1500 pe. These are mostly γ-rays from the peripheral structure. Note the decreasing density toward the center of the active target. Compare to the corresponding distribution in Figure 6.3.

7.2 Fiducial volume definition

Criteria 8 and 9 are spatial cuts to select decays inside the FV, the largest possible region in the active target where:

- γ-ray background from the PMTs, SSS and nylon vessels is significantly reduced by self-shielding.

- The performance of the $^{11}$C suppression (Section 7.3) is best (distance from center of the detector, $r < 2.8$ m).

- The contribution from events whose position is misreconstructed due to shadowing by the vessel end caps is negligible ($z < 2.2$ m).

1 Criteria 15 and 16 are not applied in this analysis.
Figure 7.2: Borexino’s charge spectrum after the sequence of event selection cuts. The cuts shown are the only ones to have a visually evident effect on the spectral shape. The dashed black line is after cosmic muons and events less than 0.3 s after them are removed. As the muon and short-lived cosmogenic isotope signals are bright (Table 5.5), the change in the spectral shape is mostly at large \( q \). Selecting events within the FV (gray solid line) removes external \( \gamma \)-ray background, which dominates the entire spectrum. The solid black line shows the spectrum after \(^{11}\text{C}\) background is suppressed by relying on its correlation in space and time with cosmogenic \( ns \) (Section 7.3). The prominent peak at \( \sim 210 \text{ pe} \) is due to the \( \alpha \) decay of \(^{210}\text{Po}\) contamination in the target, which will be removed from the spectrum by a statistical technique (Section 8.1).

- \( L_{\text{pe}} \) is constant enough throughout the volume such that the charge resolution can be adequately modeled by the empirical approximation given in Equation 8.2 (\( z>1.8 \text{ m} \)).

Figure 7.1 shows the spatial distribution of events in two \( q \) ranges, to illustrate the first and third considerations above. \( L_{\text{pe}} \) variations within the FV are \( \pm 5\% \) (Figure 6.11), leading to a contribution to the total variance in the detector’s charge response that is \( <10\% \) (Section 4.2.2 of [5]).

The scintillator volume within this region is \( 81.3^{+0.9}_{-0.5} \text{ m}^3 \), corresponding to a mass of \( 71.5^{+0.8}_{-0.4} \text{ ton} \). The uncertainty has been obtained as in [115].
7.3 $^{11}$C suppression

As discussed in Section 5.3.1, there is a three-fold coincidence (TFC) between the signals from muons, cosmogenic $n$s and $^{11}$C decays in the active target (Figure 6.12). In the context of underground organic scintillator detectors, this correlation was first studied in CTF [134].

We have performed time and space vetoes following the detection of cosmogenic $n$s to preferentially reject regions of the active target that are more likely to contain $^{11}$C decays, leading to a lower $^{11}$C decay rate. The geometry of the veto is dependent on several factors:

- If a $\gamma$-ray from $n$ capture is identified and its reconstructed position is considered to be reliable$^2$, all events occurring within 1 m and 2 h of the reconstructed coordinates are rejected.
- Moreover, events occurring within 1 m and 2 h of the closest point on the parent muon track from the reconstructed $\gamma$-ray position are also rejected.
- If at least one of the identified $\gamma$-rays does not have reliably reconstructed coordinates, all events for 2 h that are less than 0.8 m from the parent muon track are rejected.
- If tens of capture $\gamma$-rays are identified following a single muon, all events occurring in the detector for 2 h are rejected.

The explicit definitions and details of these conditions can be found in Section 4.3 of [5]. These are based in an extensive initial study performed in Sections 6 and 7 of [109].

$^2$Although the algorithm to cluster and reconstruct the $\gamma$-ray coordinates is the same as for any other event (Sections 6.2 and 6.3, respectively), the algorithm’s performance is considerably different than for non-cosmogenic events, due to the electronic noise and board saturation following the muon. In Section III and Section V of [66], $n$ capture $\gamma$-ray identification and position reconstruction are characterized, respectively.
Figure 7.3: The effect of $^{11}\text{C}$ suppression on the charge spectrum in the region near the shoulder of the $e^-$ recoil spectrum from $\text{pep}\,\nu$. The data spectra (solid black and blue lines) have been normalized by the exposure. For reference, the spectra of the dominant species in the region, convolved with the detector’s charge response (Section 8.2.1), are shown at characteristic values [1] (in units of day$^{-1}$ (100 ton)$^{-1}$).

The loss of exposure from these vetoes is estimated by generating uniformly distributed fake events throughout the data set and counting what fraction of them are rejected. The reduction in the $^{11}\text{C}$ decay rate can be estimated from the count rate in the 600–700 pe range, where mostly $^{11}\text{C}$ decays are expected.

The residual exposure and $^{11}\text{C}$ rate for different veto configurations and FVs were calculated. The final configuration was chosen based on a Monte Carlo study of the expected statistical uncertainty in the extracted $\text{pep}\,\nu$ signal as a function of these parameters (Figure 5 in [5]). The effect of this procedure on the cluster $q$ spectrum, along with the other event selection cuts, is shown in Figure 7.2.

As the veto criteria are uncorrelated to the energy of the $^{11}\text{C}$ decays and the rate of solar $\nu$ interactions, no systematic uncertainties are introduced by this procedure.

The final veto criteria lead to a sample of events with a $^{11}\text{C}$ rate $<10\%$ of the original (Figure 7.3) and a residual exposure of 48%, corresponding to $20410^{+220}_{-150}$ day$\times$ton.
The rejected events \((22370^{+250}_{-170} \text{ day} \times \text{ton of exposure})\) are also kept to generate a \(^{11}\text{C-}
\text{enhanced}\) spectrum, which is also considered for the signal extraction (Chapter 8).
Chapter 8

Signal Extraction

From the sample of interactions with an enhanced solar $\nu$ signal (Chapter 7) whose physical properties are well characterized (Chapter 6), we may extract the interaction rates of the solar $\nu$ species.

8.1 $\alpha$ subtraction

In order to simplify the signal extraction, we have removed the contribution from $\alpha$ decays to the energy spectrum so that it is not necessary to consider them in the fit. Due to the prominence of $^{210}$Po decays in the spectrum (Figure 7.2), a selection cut on the Gatti parameter (Section 6.4.1) is not sufficient.

For this purpose we have developed a statistical technique, where for candidate events within a particular $q$ range (bin), we perform a series of fits to the distribution of the Gatti parameter ($G$) to two Gaussian functions\(^1\). As a first step we leave the means, variances and integrals of the Gaussians free in the fit (Figure 8.1). Unfortunately, we have found that the best-fit parameters are biased (i.e. different from the

---

\(^1\)Note that in Figure 6.5 the $G$ distribution of $es$ is skewed. This is mostly due to the broad range of energies of $^{214}$Bi decays and the dependence of $G$ on the event energy (Figure 6.6 in [11]). The bias in estimating the number of events from a Gaussian fit to a non-Gaussian $G$ distribution was found to be negligible in Section 6.4.1.1 of [11].
Figure 8.1: $G$ distributions of events that satisfy all selection criteria (Chapter 7) in two $q$ ranges: 200–205 pe (left) and 290–295 pe (right). The distributions have been fit to the addition of two Gaussian functions, the best-fit values for the means, variances and integrals of the Gaussians are shown in the legends.

true values of the distributions) when the fraction of $\alpha$s in the $G$ distribution is $<0.3$ and that the bias in the integral decreases if the mean of the Gaussian is fixed to its true value (Figure 6.12 in [11]). Therefore, for $q$ regions where the $e$ fraction is $<0.3$, we fix the mean of the Gaussians to the result obtained from a linear interpolation between regions where the fit is expected to perform well (Figure 6.7 in [11]). Finally, we perform a Monte Carlo study to evaluate any remaining bias in the integrals of the best-fit functions, assuming the interpolated means and variances and the returned numbers of $\alpha$s and $e$s in the previous step. More details may be found in Section 6.4 of [11].

From the integrals of the best-fit distributions and the estimated bias, we obtain the number of $\alpha$s and $e$s (and the uncertainties) in the corresponding bin. This procedure is repeated in 5 pe bins below 400 pe$^2$. The content of the bin is then updated with the number of $e$s to obtain the $e$ recoil spectrum (Figure 8.2).

---

$^2$The implementation of the multivariate fit (Section 8.4) formally requires that the bin contents remain unchanged for the $q$ ranges where the PS-BDT and spatial distributions are considered. In any case, the only $\alpha$s with energies beyond this point ($E_{\alpha}>7.4$ MeV) are those from the decays of $^{212}$Po and $^{214}$Po, which should be effectively removed by the selection cuts (Section 7.1) due to their coincidence in time with $^{212}$Bi and $^{214}$Bi, respectively (Table 5.3). Figure 6.8 in [11] shows the negligible effect of the procedure for $q>400$ pe.
Figure 8.2: Charge spectrum of events that pass all selection cuts before and after the expected contribution from $\alpha$ decays in every bin is removed by the statistical procedure outlined in Section 8.1. The resulting $e$ recoil spectrum is the one considered for the extraction of the solar $\nu$ signal.

### 8.2 Probability density functions

To best disentangle the solar $\nu$ signal from radioactive backgrounds we will perform a fit to the distributions of the candidate events in three parameter spaces: i) the cluster charge, related to the kinetic energy of the $e$ recoils (Section 6.5), ii) the reconstructed distance from the center of the active target (Section 6.3), and iii) the $e^-/e^+$ discrimination (PS-BDT) parameter (Section 6.4.2). For this, we need to construct accurate probability density functions (PDFs) for each parameter space.

#### 8.2.1 Cluster charge distributions

Following Equation 6.14, the mean of the response from a mono-energetic line for the full exposure is

$$\langle q \rangle (E) = \langle L_{pe} \rangle \times Q_{\text{eff}}(E, 0, 0) \times E \quad (8.1)$$

where $L_{pe}$ is simply averaged over the exposure and we will ignore that $Q_{\text{eff}}$ is
slightly dependent on the event coordinates (Figure 6.10).3

As shown in Section 6.5, the produced number of photoelectrons by a PMT for a mono-energetic source at a particular point in the active target is very well approximated by a Poisson distribution. Yet the distribution of the measured charge variable ($q$) of a mono-energetic source distributed throughout the fiducial exposure will deviate from this for various reasons:

- The charge output by the individual PMTs are not discrete values proportional to the number of photoelectrons, but a continuous “photoelectron response” distribution.

- $q$ is normalized to 2000 channels, a value generally higher than the number of live channels (Figure 3.8), which also changes for every DAQ run.

- The photoelectron yield ($L_{pe}$) is not constant in either space or time.

All of these factors smear (i.e. increase the higher order moments of) a Poisson distribution with mean $\langle q \rangle$. To model the response of the detector to a mono-energetic source of energy $E$, we have opted to use an empirical formula, qualitatively similar to a Poisson distribution, with additional parameters ($a$ and $b$) to match well the higher order central moments of the true response:

$$R(q, E) = \frac{1}{\sqrt{2\pi \sqrt{\langle q \rangle(E)/a + bq}}} \exp \left( -\frac{(q - \langle q \rangle(E) + b)^2}{2(\langle q \rangle(E)/a + bq)} \right)$$

(8.2)

By construction, the mean of this distribution is $\langle q \rangle$. Figure 5.6 in [11] shows that this function (with $a$ and $b$ as free parameters) matches well the energy response of Borexino’s full Monte Carlo ($g4bx$), which, even though not identical to the detector’s true response, it is similar enough to suggest the adequacy of the approximation.

3The effect of using a different $Q_{\text{eff}}$ when fitting the $q$ spectrum has been found to have a <1% effect on the extracted decay rate of the $^7\text{Be} \nu$ signal and dominant backgrounds (Table 6.22 in [11], and [135]).
Figure 8.3: Charge \((q)\) PDFs of the mono-energetic 0.48 MeV \(\gamma\)-ray from the EC decay of \(^7\text{Be}\) (Table 5.5) and the \(e\) recoils from 0.86 MeV \(^7\text{Be} \nu\) assuming Borexino’s measured energy response (black line) and an ideal response (dashed line). The spectrum from a mono-energetic line is Equation 8.2, while the \(e\) recoil spectrum from solar \(\nu\)s is Equation 8.3, where \(P(E)\) is the energy spectrum (Figure 4.3). The ideal response is the case where \(q \propto E\), i.e. \(S(q) = P(L_{pe},E)\), shown to emphasize the spectral differences introduced by the detector resolution.

To quantify the effects listed above, in Section 5.5 of [11] the variance \((v)\) and third central moment of the distribution are given in terms of the average channel normalization and in terms of the central moments of the photoelectron response and \(L_{pe}\) distributions. We expect a \(\sim 40\%\) larger variance than that of the Poisson distribution with the same \(\langle q \rangle\) (Equation 5.134 in [11]). These expressions were particularly useful for the \(L_{pe}\) considerations taken in the definition of the FV (Section 7.2).

Using Equations 8.1 and 8.2 we can construct the \(q\) spectrum \((S)\) of every species from the spectrum of the deposited energy \((P)\):

\[
S(q) = \int_0^{E_{\text{max}}} P(E) \times R(q,E) \, dE
\]  

(8.3)

Figure 8.3 shows the effect of the detector resolution on the energy spectrum of \(e\) recoils from \(^7\text{Be} \nu\).
Figure 8.4: PDFs, in 14 $q$ bins, of the reconstructed distance from the center of the active target in the FV for both uniformly distributed events (left) and $\gamma$-rays originating from the SSS (right). Each PDF was constructed with $>10^5$ $g4bx$-generated events. The color axis is the probability density in units of $m^{-1}$.

For the solar $\nu$ signals and radioactivity in the active target, we start from the species’ known energy spectra (Table 8.1). For external $\gamma$-ray sources, we rely on the $g4bx$ output from $\gamma$-rays generated on the SSS, which has been validated (Section 4.1.3 of [136]) with the use of the external $^{228}$Th source (Section 3.7). In these cases, we consider the spectrum of the deposited $\gamma$-ray energy for simulated events whose coordinates are reconstructed within the FV, and proceed as for any other $\gamma$-ray source.

8.2.2 Spatial distributions

The simulated events of $^{208}$Tl $\gamma$-rays from the SSS were also used to construct the PDF of the reconstructed distance from the center of the active target for external background. We have also simulated electron recoils uniformly distributed in the active target and, after all selections cuts and fiducialization, used them to construct the PDF for the solar $\nu$ signal and radioactivity in the scintillator. The external and uniformly distributed species are the only ones considered in this parameter space, and their PDFs are $q$ dependent (Figure 8.4).
8.2.3 PS-BDT parameter distributions

Likewise, we construct two energy-dependent PDFs for the PS-BDT distributions of $e^-$ and $e^+$. Even though $g4bx$ can model very accurately the response of the detector in terms of energy and position reconstruction, the slight details in the scintillation time profile that lead to discrimination between $e^-$ and $e^+$ are not precisely reproduced, making it impossible to reliably simulate all pulse shape parameters used in the computation of the PS-BDT. Thus, we have relied on data to construct these PDFs.

The PDFs were built with $^{214}$Bi ($e^-$) and $^{11}$C ($e^+$) events that were not used for the construction of the PS-BDT parameter (Section 6.4.2) so as to avoid any statistical bias. The total number of events available for each PDF is $\sim 10^3$. To artificially increase the number of events and create “smoother” PDFs, we have simulated 200 Gaussian-distributed events for every data event, using the PS-BDT value of the data event as the mean and 0.02 (i.e. the bin width of the PS-BDT PDFs) as the standard deviation. The resulting PDFs, as a function of $q$, are shown in Figure 8.5.
8.3  Fit configuration

To perform the multivariate fit to estimate the signal and background rates, we have included every $e$ species (i.e. $e$ recoils from solar $\nu$s or $\beta$ decays) whose expected differential rate is not less than 5% of the total expected differential rate of $e$ recoils from solar $\nu$ interactions (Table 8.1).

The excluded species shown in Table 8.1 are those from each background classification that have the highest interaction rates. Any other radioactive isotope from the $^{232}$Th decay chain has a decay rate at most as large as $^{228}$Ac, while those from the $^{235}$U decay chain have decay rates that are considerably lower (Table 3 of [5]). The decay rate of the alkali metal $^{137}$Cs is expected to be considerably smaller than the decay rate of $^{40}$K. Except for cosmogenic $^8$B, whose decay rate in Borexino is similar to $^8$Li, most of the other cosmogenic species (Table 5.5) are either too short-lived (and therefore excluded by the 0.3 s after-muon cut) or their production rate is too low to lead to any significant residual decay rate (Table 4 of [5]). Untagged muons that pass the selection cuts are <$3\times10^{-4}$ day$^{-1}$(100 ton)$^{-1}$.

We have fixed the expected decay rate of $^{214}$Pb to the measured $^{214}$BiPo coincidence rate, under the assumption of secular equilibrium (Figure 5.2). The $pp$ and $^8$B $\nu$ interaction rates are fixed at the SSM + LMA-MSW predicted values. The systematic uncertainties associated with fixing the rates of these species will be evaluated in Section 9.2.
<table>
<thead>
<tr>
<th>Species</th>
<th>$E_{\text{min}}$</th>
<th>$E_{\text{max}}$</th>
<th>Spectrum source</th>
<th>Particle type</th>
<th>Spatial distribution</th>
<th>Residual Differential Rate</th>
<th>In the fit?</th>
</tr>
</thead>
<tbody>
<tr>
<td>$pp \nu$</td>
<td>0</td>
<td>0.261</td>
<td>$e^-$ recoils [83] from $\nu$ spectra [137]</td>
<td>$e^-$</td>
<td>Uniform</td>
<td>0.07±0.01</td>
<td>0.07±0.01</td>
</tr>
<tr>
<td>$^7\text{Be} \nu$</td>
<td>0</td>
<td>0.665</td>
<td>assuming $P_{ee}$</td>
<td>$e^-$</td>
<td>Uniform</td>
<td>2.18±0.03</td>
<td>1.37±0.02</td>
</tr>
<tr>
<td>$\text{pep} \nu$</td>
<td>0</td>
<td>1.22</td>
<td>$e^-$ Uniform</td>
<td>&gt;23</td>
<td>&gt;0.04</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CNO $\nu$s</td>
<td>0</td>
<td>1.52</td>
<td>$e^-$ Uniform</td>
<td>&lt;0.08</td>
<td>&lt;0.08</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>$^8\text{B} \nu$</td>
<td>0</td>
<td>14.5</td>
<td>$e^-$ Uniform</td>
<td>0.43±0.04</td>
<td>0.30±0.03</td>
<td>Free</td>
<td></td>
</tr>
<tr>
<td>$^{85}\text{Kr}$</td>
<td>0</td>
<td>0.687</td>
<td>$e^-$</td>
<td>3.5±0.6</td>
<td>0</td>
<td>Free</td>
<td></td>
</tr>
<tr>
<td>$^{214}\text{Pb}$</td>
<td>0</td>
<td>1.02</td>
<td>$e^-$</td>
<td>2.36±0.09</td>
<td>0</td>
<td>Fixed to 1.95</td>
<td></td>
</tr>
<tr>
<td>$^{210}\text{Bi}$</td>
<td>0</td>
<td>1.16</td>
<td>$e^-$ Uniform</td>
<td>&gt;23</td>
<td>&gt;0.04</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$^{40}\text{K}$</td>
<td>0</td>
<td>1.50</td>
<td>$e^-$ Uniform</td>
<td>&lt;0.08</td>
<td>&lt;0.08</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>$^{228}\text{Ac}$</td>
<td>0.058</td>
<td>2.13</td>
<td>$e^-$ Uniform</td>
<td>0.43±0.04</td>
<td>0.30±0.03</td>
<td>Free</td>
<td></td>
</tr>
<tr>
<td>$^{234m}\text{Pa}$</td>
<td>0</td>
<td>2.27</td>
<td>$e^-$ Uniform</td>
<td>0.43±0.04</td>
<td>0.30±0.03</td>
<td>Free</td>
<td></td>
</tr>
<tr>
<td>$^7\text{Be}$</td>
<td>0.478</td>
<td>0.478</td>
<td>–</td>
<td>–</td>
<td>0</td>
<td>0</td>
<td>No</td>
</tr>
<tr>
<td>$^{11}\text{C}$</td>
<td>1.02</td>
<td>1.98</td>
<td>$e^+$ Uniform</td>
<td>0</td>
<td>47±8</td>
<td>Free x2</td>
<td></td>
</tr>
<tr>
<td>$^6\text{He}$</td>
<td>0</td>
<td>3.51</td>
<td>$e^-$ Uniform</td>
<td>0.10±0.02</td>
<td>0.15±0.02</td>
<td>Free x2</td>
<td></td>
</tr>
<tr>
<td>$^{10}\text{C}$</td>
<td>1.74</td>
<td>3.65</td>
<td>$e^+$ Uniform</td>
<td>0</td>
<td>0</td>
<td>Free x2</td>
<td></td>
</tr>
<tr>
<td>$^8\text{Li}$</td>
<td>3</td>
<td>16.0</td>
<td>–</td>
<td>–</td>
<td>0.011±0.002</td>
<td>0.011±0.002</td>
<td>No</td>
</tr>
<tr>
<td>Ext $^{40}\text{K}$</td>
<td>0</td>
<td>1.46</td>
<td>$e^-$ External</td>
<td>~0.1</td>
<td>~0.8</td>
<td>Free</td>
<td></td>
</tr>
<tr>
<td>Ext $^{60}\text{Co}$</td>
<td>0</td>
<td>2.51</td>
<td>–</td>
<td>–</td>
<td>&lt;0.02</td>
<td>&lt;0.04</td>
<td>No</td>
</tr>
<tr>
<td>Ext $^{214}\text{Bi}$</td>
<td>0</td>
<td>3.27</td>
<td>$e^-$ External</td>
<td>~0.2</td>
<td>~2</td>
<td>Free</td>
<td></td>
</tr>
<tr>
<td>Ext $^{208}\text{Tl}$</td>
<td>0</td>
<td>2.61</td>
<td>$e^-$ External</td>
<td>~0.08</td>
<td>~0.8</td>
<td>Free</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.1: Dominant e species in Borexino. The second and third columns give the energy range of the species. The fourth column gives the reference from where the energy spectrum was obtained. The fifth and sixth columns are the particle classification in the PS-BDT and spatial distribution parameter spaces, respectively. The expected differential rate is after all selection cuts before $^{11}\text{C}$ suppression (Section 7.3). The last column states whether the species interaction rate is a free parameter in the fit (or two, as is the case for species whose rates are expected to be different in the $^{11}\text{C}$-suppressed and $^{11}\text{C}$-enhanced $q$ spectra), fixed to a particular value (in units of day$^{-1}$(100 ton)$^{-1}$) or excluded from the fit.
8.3.1 Free parameters

The interaction rates of the species are free parameters in the fit and are constrained to positive values. We consider both the \( q \) spectrum of events after \( ^{11}\text{C} \) suppression and the \( q \) spectrum of the events that were excluded by it (Section 7.3). Thus, the rates of species produced by \( ^{12}\text{C} \) spallation in the active target, whose production may be correlated with \( n \) production (Section 5.3.1), are independent free parameters in each \( q \) spectrum.

As we lack information to accurately monitor the space and time dependence of \( L_{pe} \) throughout the exposure, we introduce two free parameters: \( \langle L_{pe}\rangle_u \) for uniformly distributed species and \( \langle L_{pe}\rangle_e \) for external background. Likewise, as we do not have a perfect model of the detector’s energy response, and therefore some resolution effects may remain unaccounted, \( a \) and \( b \) (Equation 8.2) are left free. The spectral feature that is most sensitive to the quenching factor (\( Q_{\text{eff}} \)) is the starting point (offset) of the \( ^{11}\text{C} \) spectrum\(^4\); therefore it is also a free parameter.

8.3.2 Species classification

The spatial and PS-BDT distributions of the final candidates (i.e. those that remain after \( ^{11}\text{C} \) suppression) will be considered. To construct the total PDFs in these parameter spaces given the event rates and spectra of the signal and background species, we need to assign to each species its “type” in the parameter space (i.e. uniform or external spatial distribution, and \( e^- \) or \( e^+ \) PS-BDT profile). This classification is shown in Table 8.1.

\(^4\) The \( ^{11}\text{C} \) starting point also has additional uncertainties, as the \( e^+ \) annihilation in our model always assumes two 0.511 MeV \( \gamma \)-rays after thermalization, even though “in flight” annihilation is known to happen in a few % of the cases [144], which distorts the \( q \) spectrum due to non-linear quenching.
8.3.3 Fit range

For the extraction of the species interaction rates we will consider the $q$ spectrum of events in the range 160–1640 pe. The lower bound is set to exclude $^{14}$C pileup events (Figure 3.6 of [11]), whose $q$ spectrum is not well known. The upper bound is set to include the full spectrum of $^{208}$Tl, to better constrain the external background parameters.

The $q$ range for which to consider the PS-BDT distributions is the range of $^{11}$C decays (400–900 pe), which are used to construct the PDFs (Section 8.2.3). We will not consider the spatial distribution of events with $q<580$ pe, as it includes $^{210}$Bi decays, whose spatial distribution is unknown (Section 5.1.3).

8.4 Likelihood computation

We use the method of maximum likelihood (Section 33.1.2 of [26]) for the estimation of the signal and background rates from the event distributions. We compute the likelihood ($L$) that the data is described by hypotheses of model parameters ($p$) (i.e. the rates of the different signal and background species and the energy response parameters (Section 8.3.1)).

For every hypothesis we construct the corresponding total $q$ PDF by adding the individual PDFs of the considered species (Section 8.2.1). The likelihood that the binned $q$ data is described by the model is

$$L_q(p) = \prod_{i=1}^{n} \left\{ \begin{array}{ll} \exp \left[ -\frac{(k_i - \lambda_i(p))^2}{2\sigma_i^2} \right] & \text{for } q < 400 \\ \frac{a\lambda_i(p)k_i e^{-a\lambda_i(p)}}{k_i} & \text{for } q > 400 \end{array} \right. \quad (8.4)$$

where $k_i$ ($\sigma_i$) is the content (uncertainty) of the $i^{th}$ data bin, $n$ is the total number of bins considered, and $\lambda_i$ is the mean value of the bin content predicted by the model (i.e. from the PDF). For $q<400$, where the bin uncertainty has been altered by the
statistical $\alpha$ subtraction (Section 8.1), we use the Gaussian approximation to the likelihood, while for $q>400$, we use the standard Poisson likelihood.

Next we produce the spatial and PS-BDT distributions of the data in multiple $q$ ranges. Using the PDFs of the particular $q$ range (e.g. Figures 8.4 and 8.5), we construct the total hypothesis PDF according to the species event rates in the $q$ range and their classification in the parameter space (Section 8.3.2). The likelihood for one $q$ range in one parameter space is

\[
L_p(p) = \prod_{j=1}^{m} \begin{cases} 
\frac{a\lambda_j(p)^{k_j}e^{-a\lambda_j(p)}}{k_j!} & \text{for } \lambda_j > 0 \\
\left(\frac{N}{N_{PDF}+m}\right)^{k_j} & \text{for } \lambda_j = 0
\end{cases}
\]  

(8.5)

where $j$ labels the bins in the spatial or PS-BDT distributions (total number $m$). $a$ is a scaling parameter such that the integral of the hypothesis PDF is the same as the number of events in the data distribution ($N$). We have redefined the likelihood of a bin where $\lambda_j=0$ in order to avoid $L_p$ being zeroed due to an empty bin that arises from the limited statistics ($N_{PDF}$ events) used in the construction of the PDF instead of a true zero expectation value.

The total likelihood is

\[
L_T(p) = \prod_{i=1}^{m_q} L_q(p) \times \prod_{j=1}^{m_p} L_p(p)
\]

(8.7)

where the first product is over the $q$ spectra ($^{11}$C-suppressed and $^{11}$C-enhanced) and the second is over the spatial and PS-BDT distributions in every $q$ range.

The method for computing $-\ln L_T(p)$ is passed to the minimization program MINUIT [145]. The minimum value of $-\ln L_T$ will correspond to the maximum likelihood, and is considered the “best-fit” $p$.  
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8.5 Fit procedure

A single signal extraction to all event distributions with all parameters simultaneously free was found to be prohibitively slow, mostly due to the generation of new $q$ PDFs in every fit iteration. Thus, we opted to perform a series of fits:

- A fit to the $^{11}$C-enhanced $q$ spectra before $\alpha$ subtraction (Section 8.1) to obtain the energy response parameters$^5$.

- A fit to all parameter spaces and $q$ spectra after $\alpha$ subtraction, with all energy scale parameters except $\langle L_{pe} \rangle_u$ fixed to the values from the previous fit.

- A fit to all parameter spaces and $q$ spectra after $\alpha$ subtraction, with the energy response parameters fixed to the values obtained in the previous two fits.

The statistical uncertainties given for the interaction rates are those from the third fit. The uncertainties in the interaction rates associated with the uncertainties in the energy response parameters obtained from the first two fits will be treated as a systematic uncertainty (Section 9.2).

In some cases, we will perform the fit again multiple times with the interaction rates fixed to different values and use the log-likelihood ratio test (Section 8.2.3.3 of [146]) to compute the confidence levels (C.L.). Formally, that a particular set of parameter values (i.e. $\{p_i, p_j, \ldots\}$) correspond to the $x\%$ C.L. should be interpreted as

“If $\{p_i, p_j, \ldots\}$ are the true parameter values, then the probability that, when the parameters are fixed to $\{p_i, p_j, \ldots\}$, the increase ($\Delta$) of $-\ln L$ from its best-fit (minimum) value is smaller than what is obtained is $x\%$.”

$^5$The presence of the mono-energetic line from $^{210}$Po allows us to estimate the energy resolution parameters ($a$ and $b$) to higher precision. A fit that also considers the $\alpha$-lines simply requires their inclusion in the $q$ PDF, as in Section 6.7.1 of [89].
For this computation we will assume that $-2\Delta \ln L$ follows a $\chi^2$ distribution with the number of degrees of freedom equal to the number of fixed parameters$^6$. The standard uncertainty returned by MINUIT for a parameter $p_i$ are those corresponding to the increase in $p_i$ from the best-fit value that leads to $-2\Delta \ln L=1$, which is the 68% C.L. upper limit (or “1-σ” uncertainty in the Gaussian approximation).

$^6$In Section 9.2 of [5] we have performed a Monte Carlo study to validate this assumption for one fixed parameter, as well as confirming the reliability of the best-fit values returned by MINUIT.
Chapter 9

Results

We apply the methodology outlined in Chapter 8 to extract the interaction rates of the species included in the fit (Table 8.1).

9.1 Fit results

Table 9.1 shows the best values of all parameters estimated from the “standard” fit (Table 9.2). Figure 9.1 shows the $q$ spectrum of the data and the $q$ PDFs corresponding to the best-fit results. Likewise, Figure 9.2 and 9.3 show the spatial and PS-BDT parameter distributions of the final candidates, added over the considered $q$ ranges, along with the best-fit PDFs.

The best-fit (minimum) $-\ln L$ is 1648. By performing the signal extraction on Monte Carlo-generated event distributions drawn from the best-fit PDFs, we conclude that, assuming our best-fit result as true, the probability of obtaining $-\ln L$ at least as extreme as this (i.e. the $p$-value) is 0.3 (Figure 27 in [5]).

Figure 9.4 shows the $-2\Delta \ln L$ contour as a function of the $pep$ and CNO $\nu$ interaction rates. A similar contour as a function of the $^{210}$Bi decay rate and CNO $\nu_s$ interaction rate, to illustrate the anti-correlation of these species, is shown in Figure 26 of [5].
<table>
<thead>
<tr>
<th>Component</th>
<th>Fit result</th>
<th>Expected value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>$1.112 \pm 0.043$</td>
<td>$\sim 1.15$</td>
<td>Section 5.5 of [11]</td>
</tr>
<tr>
<td>$b$</td>
<td>$0.624 \pm 0.035$</td>
<td>$\sim 0.53$</td>
<td>Section 5.5 of [11]</td>
</tr>
<tr>
<td>$\langle L_{pe} \rangle_u$</td>
<td>$500 \pm 2 \text{ pe/MeV}$</td>
<td>$492 \pm 2 \text{ pe/MeV}$</td>
<td>Section 4.3 of [89]</td>
</tr>
<tr>
<td>$\langle L_{pe} \rangle_e$</td>
<td>$(1.0228 \pm 0.0096) \times \langle L_{pe} \rangle_u$</td>
<td>$&gt; \langle L_{pe} \rangle_u$</td>
<td>Figure 6.11</td>
</tr>
<tr>
<td>$^{11}$C offset</td>
<td>$(0.9022 \pm 0.0096 \text{ MeV}) \times \langle L_{pe} \rangle_u$</td>
<td>$(0.921 \pm 0.006 \text{ MeV}) \times \langle L_{pe} \rangle_u$</td>
<td>Figure 6.10</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component</th>
<th></th>
<th>day$^{-1}(100 \text{ ton})^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^7$Be $\nu$ (0.862 MeV)</td>
<td>$48.2 \pm 1.9$</td>
<td>$47.6 \pm 3.4$ (43.4$\pm 3.1$)</td>
</tr>
<tr>
<td>pep $\nu$</td>
<td>$3.36 \pm 0.57$</td>
<td>$2.80 \pm 0.04$ (2.86$\pm 0.04$)</td>
</tr>
<tr>
<td>CNO $\nu$s</td>
<td>$&lt; 13$ (20)</td>
<td>$5.4 \pm 0.8$ (3.8$\pm 0.6$)</td>
</tr>
<tr>
<td>$^{85}$Kr</td>
<td>$19.9 \pm 1.8$</td>
<td>$30.4 \pm 5.5$</td>
</tr>
<tr>
<td>$^{210}$Bi</td>
<td>$53.9 \pm 2.6$</td>
<td>$&gt; 37$</td>
</tr>
<tr>
<td>$^{40}$K</td>
<td>$&lt; 0.4$ (0.7)</td>
<td>$-$</td>
</tr>
<tr>
<td>$^{234m}$Pa</td>
<td>$&lt; 0.5$ (0.8)</td>
<td>$0.60 \pm 0.06$</td>
</tr>
<tr>
<td>$^{11}$C</td>
<td>$49.91 \pm 0.65$</td>
<td>$2.48 \pm 0.16$</td>
</tr>
<tr>
<td>$^6$He</td>
<td>$1.2 \pm 1.1$</td>
<td>$&lt; 0.3$ (0.5)</td>
</tr>
<tr>
<td>$^{10}$C</td>
<td>$0.92 \pm 0.45$</td>
<td>$0.18 \pm 0.07$</td>
</tr>
<tr>
<td>Ext $^{40}$K</td>
<td>$0.21 \pm 0.10$</td>
<td>$\sim 0.5$</td>
</tr>
<tr>
<td>Ext $^{214}$Bi</td>
<td>$0.68 \pm 0.12$</td>
<td>$\sim 10$</td>
</tr>
<tr>
<td>Ext $^{208}$Tl</td>
<td>$1.63 \pm 0.11$</td>
<td>$\sim 10$</td>
</tr>
</tbody>
</table>

Table 9.1: Best-fit values for all components extracted from the $q$, spatial and PS-BDT distributions of the data. Upper limits correspond to 95% (99%) C.L. and are given for species whose best-fit value is zero. The expected values have been compiled from the sources given in the last column. The energy response components at the beginning of the table have been defined in Section 8.2.1. All of these but $\langle L_{pe} \rangle_u$ were obtained from a fit to the $^{11}$C-enhanced $q$ spectrum before $\alpha$ subtraction. The values for $\langle L_{pe} \rangle_u$ and the species interaction rates were obtained considering all parameter spaces and $q$ spectra (Section 8.5). The expected rates of the solar $\nu$ species are those predicted by the High (Low) $Z$ SSM. The absence of the solar $\nu$ signal (i.e. pep and CNO $\nu$s interaction rates are 0) is disfavored at 99.99997% C.L., while the absence of the pep $\nu$ signal alone is disfavored at 98% C.L. (Figure 9.4). For the cosmogenic species we present the extracted interaction rates from the $^{11}$C-enhanced spectrum, $^{11}$C-suppressed spectrum and the average, respectively.
Figure 9.1: $^{11}$C-suppressed (top) and $^{11}$C-enhanced (bottom) $q$ spectra and the best-fit PDFs of the signal and background species.
Figure 9.2: Distance from center of the active target of events in the $^{11}$C-suppressed spectrum with $600 < q < 1400$. For the $q$ range of each set of PDFs (Figure 8.4), we integrate the contribution of uniform and external background species at their best-fit values (Figure 9.1), and construct the corresponding best-fit PDFs in this parameter space. The presented distributions are those corresponding to the addition of the resulting best-fit PDFs over all $q$ ranges. The $\chi^2$/NDF between the data and the best-fit total PDF is shown to illustrate the goodness of the fit, even though this is not the minimized test statistic.

Figure 9.3: PS-BDT parameter distribution of the events in the $^{11}$C-suppressed spectrum with $450 < q < 900$. As in Figure 9.2, we construct the total best-fit PDFs from Figure 8.5, considering the rates of $e^-$ and $e^+$ species in the corresponding $q$ ranges.
Figure 9.4: $-2\Delta \ln L$ contour (color axis), obtained from likelihood-ratio tests between the best-fit result and the result when the pep and CNO $\nu_s$ interaction rates fixed to the given values (all other species left free). We interpret this as a $\Delta \chi^2$ contour. Regions with $\Delta \chi^2 > 15$ are red.

Figure 9.5: Residuals after the best-fit values of all species except the signal from pep and CNO solar $\nu_s$ are subtracted from the data energy spectrum (black). The $e^-$ recoil spectrum from pep $\nu_s$ is shown in red. The blue line gives the difference with respect to the best-fit when no signal from pep or CNO solar $\nu_s$ is included.
Figure 9.5 shows the difference between the best-fit to data with and without the contribution from the signal of pep and CNO $\nu$s. Excluding the signal spectra leads to a 10 day$^{-1}(100 \text{ ton})^{-1}$ increase in the $^{210}\text{Bi}$ decay rate and a $\sim$1 day$^{-1}(100 \text{ ton})^{-1}$ contribution from $^{234}\text{mPa}$. The background-only hypothesis does not provide a good fit to the pep shoulder region.

As the pep solar $\nu$ interaction rate is precisely predicted by the SSM (Table 4.1), we may also compute the upper limits to the less well-known CNO $\nu$ interaction rate under the assumption that the SSM + LMA-MSW prediction of the pep interaction rate is true. From Figure 9.4 we obtain the 95% (99%) C.L. upper limit for the CNO $\nu$s interaction rate under this assumption to be $<7.6 (10.0)$ day$^{-1}(100 \text{ ton})^{-1}$.

9.2 Systematic uncertainties

Table 9.3 summarizes the contributions to the uncertainty in the central value of the pep $\nu$ interaction rate and the increase in the CNO $\nu$s interaction rate upper limit by different systematic sources.

9.2.1 Energy response

We have done a scan of $\langle L_{pe} \rangle_u$ about the best fit central value of 500 pe/MeV, noting the change in minimized $-\ln L$. We have kept the effective light yield of the external background species (in pe/MeV) and the offset of the $^{11}\text{C}$ spectrum (in pe) to their best-fit values\(^1\). The 1$\sigma$ uncertainty in the light yield for uniform species is determined to be $\pm2\text{ pe/MeV}$ and the associated uncertainty in the pep interaction rate is 1.7%.

Ignoring the difference between $\langle L_{pe} \rangle$ for uniform and external background species (i.e. setting $\langle L_{pe} \rangle_e = \langle L_{pe} \rangle_u$), as well as slight distortions in the external background

\(^1\)In this case they are not a constant fraction of $\langle L_{pe} \rangle_u$, as to get a result closer to what we would expect if all energy scale parameters were free (i.e. the free parameters corresponding to $\langle L_{pe} \rangle_e$ and the $^{11}\text{C}$ offset would be set according to the determining spectral features of the $^{11}\text{C}$ offset and the $^{208}\text{Tl}$ full-energy peak, respectively).
spectra lead to changes in the extracted pep ν interaction rate <1% (Section 9.4.7 of [5]).

Additionally, to evaluate the effect of the energy resolution in the pep interaction rate, we performed a fit with the resolution parameters set to +2σ of the result obtained from the fit to the 11C-enhanced spectrum before α subtraction (Table 9.1). The pep ν interaction rate increased by 0.3%.

9.2.2 Fit configuration

We have chosen a set of parameters to perform the signal extraction. Although we have justified this choice in Section 8.3, small deviations of the parameter values that are still consistent with these considerations, can lead to different results in the extracted interaction rates.

In Table 9.2 we summarize the chosen fit configuration parameters, and give other values considered. We have performed 248 fits with randomly chosen parameters from this table. All configuration options (except the 214Pb rate, which is drawn from a Gaussian distribution) have equal probability to occur. We obtain a distribution of the extracted pep ν interaction rate, whose mean is 2.4% lower than the one from the standard fit, and an RMS that is 4.9% of the mean value.

In all these fits the best value for the CNO ν interaction rate is zero. For the case where the pep ν interaction rate is fixed to the SSM value, the energy scale and fit configuration uncertainties lead to a distribution of CNO central values that include results where the interaction rate is >0 and whose Δχ² profiles are distributed with an RMS of ∼1.2 day⁻¹(100 ton)⁻¹ (Table 13 in [5]). Assuming that the Δχ² of the CNO νs interaction rate is that of a Gaussian with mean zero (Figure 23 in [5]), the uncertainty in the fit configuration leads to a 0.36 day⁻¹(100 ton)⁻¹ increase in the upper limits.
<table>
<thead>
<tr>
<th>Configuration parameter</th>
<th>Standard value</th>
<th>Other considered</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$ bin width</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Fit $q_{\text{min}}$</td>
<td>160</td>
<td>165, 170</td>
</tr>
<tr>
<td>Fit $q_{\text{max}}$</td>
<td>1600</td>
<td>1560-1640</td>
</tr>
<tr>
<td>Spatial</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q$ range width</td>
<td>50</td>
<td>40, 70</td>
</tr>
<tr>
<td>$q$ start</td>
<td>600</td>
<td>580-620</td>
</tr>
<tr>
<td>$q$ end</td>
<td>1400</td>
<td>1380-1440</td>
</tr>
<tr>
<td>PS-BDT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$q$ range width</td>
<td>90</td>
<td>100, 120</td>
</tr>
<tr>
<td>$q$ start</td>
<td>450</td>
<td>400</td>
</tr>
<tr>
<td>$q$ end</td>
<td>900</td>
<td>880-900</td>
</tr>
<tr>
<td>PDF smoothing events</td>
<td>200</td>
<td>180-220</td>
</tr>
<tr>
<td>$^{214}\text{Pb}$ rate</td>
<td>1.95</td>
<td>1.95±0.07</td>
</tr>
</tbody>
</table>

Table 9.2: Standard values of the fit configuration parameters and the values to which they were changed to evaluate the systematic uncertainty associated with them (Section 9.2.2). The fit to the $q$ spectra with the standard parameters is shown in Figure 9.1. The spatial and PS-BDT configuration parameters describe the $q$ ranges considered for the construction of the PDFs in these parameter spaces (Figures 8.4 and 8.5 show the PDFs constructed under the standard values). The “smoothing” parameter describes the factor by which the entries in the PDFs was increased following the procedure described in Section 8.2.3. To consider the uncertainty associated with fixing $^{214}\text{Pb}$ to its expected central value, we also perform fits with the $^{214}\text{Pb}$ rate fixed to values drawn from a Gaussian distribution whose $\sigma$ is the uncertainty in the $^{214}\text{Pb}$ rate.

### 9.2.3 $\gamma$-rays in the PS-BDT distributions

Even though $\gamma$-rays are considered $e^{-}$ species in the PS-BDT parameter space, their distributions may be different than those from recoil $e^{-}$ due to the diffuse spatial topology of the energy deposits. Considering the PS-BDT parameter space with $q<700$ pe ($\sim 1.4$ MeV) excludes most of the $\gamma$-rays from the $e^{-}$ fitting PDF (Figure 5.3) and the candidate event distributions. Under this condition, the fit returns a $\text{pep } \nu$ interaction rate that is 2.7% higher than the standard result.
9.2.4 Statistical uncertainties in PS-BDT PDFs

Due to the low number of events used to construct the PS-BDT PDFs (Section 8.2.3), there may be significant differences between those used in the fit and the true $e^-$ and $e^+$ PDFs.

We have performed 100 fits starting from $e^-$ and $e^+$ PDFs whose bin content has been changed according to Poisson statistics, using the original bin content as the expected value. The generated PDFs are among them as different as the data is from the true PDFs. From the resulting distribution of the $pep\ \nu$ interaction rates, we obtain a 5% uncertainty (1-$\sigma$) due to the use of the approximate PDF.

9.2.5 Exclusion of period 8

Data period 8 (Table 7.1), which accounts for $\sim10\%$ of the exposure, has been excluded from other analyses due to anomalous fit results supposedly due to changes in the electronics firmware and the filling of the detector with pure PC, whose optical properties are different than the scintillator (Section 6.8.1.1 of [11]). Performing a fit to the data excluding period 8 leads to a decrease in the $^7\text{Be}\ \nu$ rate of 4% to $46\pm2\text{day}^{-1}\text{(100 ton)}^{-1}$, similar to what is observed in the dedicated $^7\text{Be}\ \nu$ analysis (Table 6.17 of [11]). The effect on the $pep\ \nu$ interaction rate is smaller, with a 1% increase.

9.2.6 SSM uncertainties of the fixed solar $\nu$ species

In our fit, the $pp$ and $^8\text{B}\ \nu$ signals are fixed to the SSM predicted rates (Table 8.1). $T_{\text{max}}$ of $e$ recoils from $pp\ \nu$ (Table 4.1) is lower than $q_{\text{min}}$ (160 pe $\approx$ 0.35 MeV), and it offers an almost negligible contribution in the considered $q$ range (the neglected black line in the bottom left of Figure 9.1 is the expected $pp$ neutrino signal). Fixing the $^8\text{B}\ \nu$ signal to $\pm2\sigma_{\text{SSM}}$ changes the central value for the $pep\ \nu$ interaction rate by $\mp1\%$. 
<table>
<thead>
<tr>
<th>Source</th>
<th>$\Delta \ pep \nu$ contribution to $\ pep \nu$ signal uncertainty</th>
<th>Contribution to $\ pep \nu$ signal uncertainty</th>
<th>$\Delta$ CNO limit day$^{-1}, (100 \text{ ton})^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fiducial exposure</td>
<td>-0.3</td>
<td>0.9</td>
<td>-</td>
</tr>
<tr>
<td>Energy response</td>
<td>0</td>
<td>1.7</td>
<td>-</td>
</tr>
<tr>
<td>Fit configuration</td>
<td>-2.4</td>
<td>4.9</td>
<td>${0.36}$</td>
</tr>
<tr>
<td>$\gamma$-rays in PS-BDT distributions</td>
<td>+1.4</td>
<td>2.3</td>
<td>-</td>
</tr>
<tr>
<td>Few statistics in PS-BDT PDFs</td>
<td>0</td>
<td>5</td>
<td>-</td>
</tr>
<tr>
<td>Exclusion of minor backgrounds</td>
<td>-1.2</td>
<td>2.0</td>
<td>-</td>
</tr>
<tr>
<td>Total systematic uncertainty</td>
<td>-2.5</td>
<td>7.9</td>
<td>0.70</td>
</tr>
</tbody>
</table>

Table 9.3: Systematic uncertainties and their contribution to the $\ pep \nu$ signal uncertainty and the CNO $\nu$ signal upper limit (95% C.L.) for the case where the $\ pep \nu$ signal is fixed to the SSM + LMA-MSW predicted value. For the evaluation of the uncertainty in the $\ pep \nu$ signal associated with the presence of $\gamma$-rays in the PS-BDT distributions and the exclusion of minor backgrounds, we have taken the results from the corresponding checks (Section 9.2.3 and 9.2.7, respectively) as a 1-$\sigma$ uncertainty. Uncertainties have been symmetrized following the prescription given in Equation 27 of [147]. To obtain the total increase in the CNO $\nu$ limit, we have assumed that the contribution by the sources that have not been evaluated is the same as for those that have been (this is the case for the $\ pep \nu$ signal).

9.2.7 Exclusion of other background species

$^{228}$Ac and $^{212}$Pb (another $\beta^-$ $^{232}$Th daughter, $Q=0.57$ MeV) are the species that were not included in the fit that have the highest expected interaction rates (Table 8.1), at the level of the $^8$B $\nu$ signal. The best value for $^{228}$Ac when included in the fit is zero, and its inclusion does not affect the returned central value or uncertainty of the $\ pep \nu$ signal. Fixing $^{228}$Ac at its expected upper limit, leads to a 2.3% decrease in the $\ pep \nu$ interaction rate.

9.3 Implications

Using the best estimates of the $\ pep$ and CNO solar $\nu$ interaction rates, we can compute the solar $\nu$ fluxes (Table 9.4), under the standard LMA-MSW solution of solar neutrino oscillations (Section 2.2.1). These results are consistent with the expectations of the SSMs.
Figure 9.6: $P_{ee}$ value obtained from the measured pep $\nu$ interaction rate (Table 9.4). Values from other solar $\nu$ interaction rate measurements [33] are shown for completeness.

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>Interaction rate day$^{-1}$(100 ton)$^{-1}$</th>
<th>Solar-$\nu$ flux $10^{8}$ cm$^{-2}$s$^{-1}$</th>
<th>Data/SSM ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>pep</td>
<td>$3.28 \pm 0.56_{\text{stat}} \pm 0.26_{\text{syst}}$</td>
<td>$1.7 \pm 0.3$</td>
<td>1.2 ± 0.2</td>
</tr>
<tr>
<td>CNO</td>
<td>$&lt; 8.3$ ($&lt; 7.6_{\text{stat only}}$)</td>
<td>$&lt; 7.9$</td>
<td>$&lt; 1.5$</td>
</tr>
</tbody>
</table>

Table 9.4: The pep and CNO solar $\nu$ interaction rates. To obtain the $\nu$ fluxes we have assumed the LMA-MSW solution to solar $\nu$ oscillations. For the CNO $\nu$ upper limit (95% C.L.), we have fixed the pep $\nu$ interaction rate at the SSM prediction. In the results in the last two columns, both statistical and systematic uncertainties are considered. The last column gives the ratio between our measurement and the SSMs (Table 2.2).

Under the assumption of no $\nu$ flavor oscillations, the expected pep $\nu$ interaction rate given the SSM flux is $4.47\pm0.05 \text{ day}^{-1}(100 \text{ ton})^{-1}$. Our result corresponds to $P_{ee}=0.67\pm0.17$ and disfavors the no oscillation hypothesis at 97% C.L. Figure 9.6 shows this result alongside the best estimates of $P_{ee}$ from other solar $\nu$ interaction rate measurements.
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Conclusion

The results given in Table 9.1 are generally in agreement with expectations. The discrepancies in the $q$ resolution and $\langle L_{pe} \rangle$ were expected due to our ignorance of certain details of the detector. The result for the $^{11}$C offset, as a fraction of $\langle L_{pe} \rangle_u$, is $<2\sigma$ from the prediction of our quenching model (Section 6.5), suggesting the adequacy of our approximation that the start of the $^{11}$C spectrum is the quenched energy of two 0.511 MeV $\gamma$-rays.

The measured interaction rates of the cosmogenic isotopes are in agreement with the extrapolated values from KamLAND data (Table 5.5), further confirming the scaling rule proposed in [90]. The measured $^{10}$C interaction rate is consistent with the one obtained from a time-after-muon analysis carried out in the context of the $^8$B $\nu$ analysis ($0.62\pm0.11\text{ day}^{-1}(100\text{ ton})^{-1}$ [90]).

The results for the interaction rates from the external $\gamma$-rays in the active target are $\sim10$ times lower than expected. Both Figures 9.1 and 9.2 show that our measured values are in good agreement with the data, and suggest that the expected values are overestimated. This may be best explained by experimental conservatism in the estimation of the radioactive contamination of the peripheral materials.

The obtained upper limit on $^{40}$K is the best estimate of its contamination in
the active target. At $<5 \times 10^{-11}$ Bq kg$^{-1}$, the $^{40}$K contamination in Borexino is at most $\sim 10^{-13}$ of the decay rate in the Earth’s crust. Yet another demonstration of Borexino’s success in the reduction of radioactive backgrounds.

Although there is a $<2\sigma$ discrepancy between the measured $^{85}$Kr value and the expected value from the rate of $^{85}$Kr-$^{85m}$Rb coincidences, our result is considerably lower ($\sim 6-9$ day$^{-1}$(100 ton)$^{-1}$) than the one obtained in the $^7$Be $\nu$ analysis (Table 6.15 in [11]). This is partly due to the inclusion of period 8 in our analysis and the fact that our central value corresponds to a CNO $\nu_s$ interaction rate of zero, while in the $^7$Be $\nu$ analysis this value was fixed at the High Z SSM prediction. Performing our fit without period 8 leads to a $^{85}$Kr value that is $2.5$ day$^{-1}$(100 ton)$^{-1}$ higher, while fixing the CNO $\nu_s$ interaction rate at the High Z SSM value increases the $^{85}$Kr decay rate by $1.5$ day$^{-1}$(100 ton)$^{-1}$. We also note that the fiducial volumes of the two analyses are not exactly the same, and therefore there is only some statistical correlation between the results. Therefore, even though the discrepancy is not entirely understood, the difference might lie in the fit configuration and choice of fiducial exposure. Regardless, our value for the $^7$Be $\nu$ interaction rate excluding period 8 ($46\pm2$ day$^{-1}$(100 ton)$^{-1}$) is consistent with that measured by the dedicated $^7$Be $\nu$ analysis, providing further support to the published $^7$Be $\nu$ interaction rate result [33].

Our fit result confirms that we have been able to decrease the $^{11}$C decay rate in our set of final candidate events to $9.1\pm0.6\%$ of the original rate. This has allowed us to measure, for the first time, the signal from $pep$ solar $\nu_s$ and to place the strongest limit on the interaction rate of CNO solar $\nu_s$ (Table 9.4). Although our results do not have the sufficient precision to place any significant constraints on $\nu$ oscillation or standard solar models, the successful detection of a $\sim 1$ MeV $e^-$ scattering solar $\nu$ signal at a level of $\sim 2$ day$^{-1}$(100 ton)$^{-1}$ MeV$^{-1}$ ($\sim 2 \times 10^{-8}$ day$^{-1}$kg$^{-1}$keV$^{-1}$) is a testament to the potential of low background detectors.
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