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Abstract

Aerosols play an important role in the Earth’s climate system by scattering and absorbing solar radiation and by interacting with clouds. Using the Geophysical Fluid Dynamics Laboratory (GFDL) atmospheric general circulation models (AGCMs), we investigate aerosol transport and removal processes and the effects of aerosols on large-scale circulation. We also quantify how aerosols have affected twentieth-century climate.

Arctic haze refers to the accumulation of aerosols in the Arctic, which results from the long-range transport of aerosols originating in mid-latitude industrial regions. We use the GFDL AM3 model to elucidate the factors driving the seasonal cycle of Arctic haze. The transport of aerosols into the Arctic is shown to vary little throughout the year, with the seasonal cycle of Arctic haze instead attributed mostly to the changes in wet removal, which becomes less efficient during summertime. The results suggest that future changes in precipitation can potentially alter the concentrations of Arctic aerosols, with implications for air quality and climate.

The climate effects of absorbing and scattering aerosols differ greatly. We examine the effects of absorbing aerosols on atmospheric circulation using the GFDL AM2 model. Absorbing aerosols in the free troposphere stabilize the mid-latitude atmospheric column, which decreases baroclinic eddy activity and thus reduces meridional energy transport at mid-latitudes. The effectiveness of absorbing aerosols in altering circulation generally increases with their height. Scattering aerosols, on the other hand, cool the climate and alter atmospheric circulation in a nearly opposite way to greenhouse gases. Using GFDL AM2 coupled to a slab ocean model, we find that the circulation responses to scattering aerosols and greenhouse gases are not linearly additive. The nonlinearity mainly arises from cloud radiative responses.

Large uncertainty remains in the climate impacts of aerosols. We use GFDL AGCMs to decompose historical land temperature change due to anthropogenic
aerosols into fast and slow components. It is found that the fast response to aerosols significantly contributes to the observed European warming in recent decades but results in cooling over Asia. We demonstrate that AGCM simulations of the fast response are useful for empirically constraining historical aerosol forcing.
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Chapter 1

Introduction

1.1 Motivation

Atmospheric aerosols are tiny solid or liquid particles suspended in the air. They are emitted directly to the Earth’s atmosphere from both natural and anthropogenic sources or can form in the atmosphere from gas-phase precursors. Aerosols come in a wide range of sizes, chemical compositions, and concentrations. Natural aerosols mainly arise from sea spray, wind-borne dust, and volcanic eruptions, and anthropogenic emissions of aerosols and their precursors involve combustion of fossil fuel, biofuel and biomass (e.g., de Leeuw et al. 2011; Ginoux et al. 2012; Bond et al. 2013). Aerosols can be transported from source regions to remote areas and are removed from the atmosphere by gravitational settling and by wet and dry deposition (Seinfeld and Pandis 2006). The lifetime of aerosols ranges from hours to days near the surface to several weeks in the free troposphere (Boucher et al. 2013). As a result of the relatively short lifetime, the spatial distribution of aerosols is very inhomogeneous, as opposed to the more uniformly distributed greenhouse gases.

Although aerosols constitute only a very small fraction of the atmosphere, they interact strongly with Earth’s energy budget and hydrological and chemical cycle.
Therefore, they have significant effects on climate, weather, and atmospheric composition. Aerosols perturb the Earth’s energy balance in several ways. They directly scatter and absorb incoming solar radiation and, to a lesser extent, terrestrial radiation (Boucher et al., 2013). Some aerosol particles act as cloud condensation nuclei or ice nuclei and thus can increase the albedo of clouds by increasing cloud droplet number concentration and decreasing the droplet size (Twomey, 1977). In addition, aerosols also affect the lifetime of clouds by modulating precipitation (Albrecht, 1989; Liou and Ou, 1989). The overall aerosol-cloud-precipitation interaction involves many physical processes operating over a wide range of scales and is highly uncertain. Besides playing an important role in the climate system, aerosols are also a major component of air pollution that have adverse effects on air quality, ecosystems and human health (e.g., Law and Stohl, 2007; Carmichael et al., 2009).

Anthropogenic aerosols have increased substantially since pre-industrial times (1750), resulting in a global mean top-of-atmosphere effective radiative forcing of \(-0.45\) (-0.95 to 0.05) W m\(^{-2}\) due to aerosol-radiation interactions and \(-0.45\) (-1.2 to 0.0) W m\(^{-2}\) due to aerosol-cloud interactions (Myhre et al., 2013). It is believed that the overall effect of aerosols is to cool the Earth and to offset a substantial fraction of the positive radiative forcing due to the increase in well-mixed greenhouse gases, which is estimated as 2.83 (2.54 to 3.12) W m\(^{-2}\) (Myhre et al., 2013). In recent decades, anthropogenic aerosol emissions have decreased steadily over Europe and North America in response to air pollution regulations, but have increased in many developing countries especially in Asia (Smith et al., 2011). The regional redistribution of emissions results in a small net change in the effect of aerosols on the global mean temperature over this time period (Myhre et al., 2015). Anthropogenic aerosol emissions are projected to decline over the next century under the Representative Concentration Pathways and eventually exert a warming effect (Lamarque et al., 2011). As a result of the spatial inhomogeneity, aerosols also cause changes
in atmospheric circulation patterns and regional climate. These impacts are much stronger and more uncertain than the global mean climate effect of aerosols, and are the primary focus of this dissertation.

Sulfate and black carbon typify two major types of anthropogenic aerosols with very different radiative properties. Sulfate is a common type of scattering aerosol that partly offsets the climate impacts of greenhouse gases by reflecting solar radiation. Previous studies have shown the impacts of scattering aerosols on atmospheric circulation oppose the greenhouse gas-induced changes. Since sulfate is concentrated at midlatitude industrial regions in the Northern Hemisphere, the interhemispheric asymmetry in aerosol forcing results in a strengthening of the Hadley circulation in the boreal winter and a southward shift of the intertropical convergence zone (Ming and Ramaswamy 2011). Sulfate aerosols also yield an equatorward shift of the subtropical jet and mid-latitude storm track (Fischer-Bruns et al. 2009; Ming and Ramaswamy 2009), as well as zonally-asymmetric circulation changes at midlatitudes by altering stationary Rossby waves. On synoptic scales, sulfate aerosols emitted from Asia have been shown to invigorate midlatitude cyclones and increase precipitation over the Pacific (Wang et al. 2014a,b).

Black carbon, on the other hand, is the dominant type of absorbing aerosol. It absorbs solar radiation and has a warming effect along with greenhouse gases. However, the climate response to absorbing aerosols and greenhouse gases are not similar. Unlike the response to greenhouse gas-induced warming, the global mean precipitation increase resulting from the warming caused by absorbing aerosols does not scale with surface temperature change since the strong atmospheric absorption suppresses precipitation (Ming et al. 2010). This atmospheric absorption causes the climate effects of absorbing aerosols to be more significant at regional scales, especially in the major source regions. For example, it has been shown that absorbing aerosols have a strong influence on the monsoon evolution over South Asia (Bollasina et al. 2008; Randles 3
and Ramaswamy 2008). In contrast to the effect of scattering aerosols on atmospheric circulation, absorbing aerosols result in a northward shift of the intertropical convergence zone, accompanied by a weakening (strengthening) of the tropical circulation in the boreal winter (summer) (Allen and Sherwood 2011; Ocko et al. 2014). The increase in black carbon emissions and associated atmospheric heating at Northern Hemisphere midlatitudes is thought to play an important role in driving tropical expansion in recent years (Allen et al. 2012).

The overall picture of aerosol-climate interactions is complicated and highly uncertain due to a variety of poorly understood processes. Results from model simulations of aerosol concentrations vary widely, and often contain large biases when compared with observations at both source regions and remote areas (e.g., Koffi et al. 2012; Eckhardt et al. 2015). These biases result from uncertainties in emission inventories and physical and chemical processes during atmospheric transport, including hygroscopic growth, wet removal, and dry deposition (Boucher et al. 2013; Bond et al. 2013). Besides aerosol concentrations themselves, limited knowledge of aerosol-cloud interactions also contributes significantly to the uncertainty in model simulated aerosol forcing (Seinfeld et al. 2016). While our of aerosol processes have improved as more observations of aerosol properties have been made in recent years, uncertainty in aerosol forcing remains the dominant contributor to the overall uncertainty in anthropogenic forcing, and thus the response of the climate system (Myhre et al. 2013). Reducing the uncertainty range of aerosol forcing is a major challenge of great scientific and societal importance.

1.2 Overview

As introduced in Section 1.1, this dissertation investigates various aspects of aerosol-climate interactions. Chapter 2 focuses on Arctic haze, which refers to accumulation
of aerosols in the Arctic during winter and spring. Arctic haze results from long-range transport of aerosols originating from the mid-latitude industrial regions, and influences on Arctic climate. We analyze the characteristics of long-range meridional transport to the Arctic troposphere and physical and chemical processes occurring during this transport. We further resolve uncertainties from previous studies concerning the relative importance of the factors controlling the seasonal cycle of Arctic hazed.

Chapters 3 and 4 address the impact of aerosols on the large-scale atmospheric circulation. In Chapter 3, we use both comprehensive and idealized general circulation models to analyze how absorbing aerosols affect extratropical circulation features such as the jet stream and baroclinic eddies, an issue that has not received much attention in the literature. We examine the dependence of the atmospheric response on the altitude of absorbing aerosols and elucidate the underlying mechanism using dry baroclinic eddy theories. In Chapter 4 we shift the focus to scattering aerosols. Since greenhouse gases and scattering aerosols have opposite effects on the climate system, we investigate whether the climate responses to these two forcings are linearly additive. We conduct idealized forcing experiments to examine systematically the impact of scattering aerosols and propose possible causes of the nonlinearity in the circulation response.

Chapter 5 quantifies how aerosols have affected 20th century climate and explores a possible approach by which observations could be used to constrain aerosol forcing. We use atmospheric general circulation models to decompose the historical land temperature change due to anthropogenic forcing into a fast atmospheric-land-only component and a slow component due to the changing ocean. We demonstrate that the fast component is detectable in the observed land warming in the Northern Hemisphere in recent decades. We further attempt to use the model simulations of the fast response of regional land temperature, in conjunction with the observed records,
to reduce the uncertainty in historical aerosol forcing. Finally, Chapter 6 concludes this dissertation with a summary of the results and discussion on the limitations and directions of future work.

Chapter 2 is joint work with Yi Ming, Larry Horowitz, V. Ramaswamy, and Meiyun Lin. Chapters 3 and 4 are joint work with Yi Ming. Chapter 5 is joint work with Yi Ming and Isaac Held. The results of Chapters 2, 3 and 5 have been presented at various conferences, including the 2015, 2016 and 2017 AGU Fall Meeting and the 98th AMS Annual Meeting. Chapter 2 is published as Shen et al. (2017) and Chapter 3 is published as Shen and Ming (2018). Chapter 5 is currently in preparation for submission with Yi Ming and Isaac Held as co-authors.
Chapter 2

On the Seasonality of Arctic Black Carbon

2.1 Introduction

The discovery of accumulation of visibility-reducing aerosols in the Arctic during late winter and early spring (known as Arctic haze) dates back to late 1800s (Garrett and Verzella, 2008, and references therein). After being under-appreciated for decades, the haze was rediscovered by pilots flying over the North American Arctic in the 1950s (Mitchell, 1957). Since then the haze has been attracting interests among researchers. The haze has its root cause in the long-range transport of air pollution originating from the mid-latitude industrial regions (Barrie, 1986), and can have an influence on Arctic climate (Law and Stohl, 2007). The haze is a mixture of both light-scattering and light-absorbing aerosols. Black carbon (BC), which accounts for most of the aerosol absorption (Law and Stohl, 2007), is a minor but important component of Arctic haze. BC poses strong positive radiative perturbations by absorbing solar radiation, by interacting with clouds, and by reducing the surface albedo when deposited onto snow and ice (Quinn et al., 2007). The surface temperature in the
Arctic increased more than the global average since the late 20th century, coinciding with a rapid decline of sea ice (Bindoff et al., 2013a). Besides greenhouse gases, increased BC and decreased scattering aerosols (e.g. sulfate) in the Arctic due to the long-term emission trends were postulated to have contributed to this amplified Arctic climate change (Shindell and Faluvegi, 2009).

A distinct seasonal cycle of Arctic BC concentrations is present in measurements. Long-term surface observations at Alert and Barrow show that BC concentrations tend to peak during late winter and early spring before starting to decline in April, and reach a minimum during summer (Sharma et al., 2006). Recent aircraft measurements of BC have shown that the seasonal change in BC vertical structures is in agreement with the seasonality of surface concentrations (Koch et al., 2009; Eckhardt et al., 2015). Different seasonally dependent mechanisms, such as atmospheric transport and removal, have been posited to explain the seasonal cycle of Arctic BC.

Previous studies have shown that similar to other aerosols, Arctic BC is dominated by emissions from Europe and the Asian part of Russia, with smaller contributions from East Asia and North America (e.g., Stohl, 2006; Shindell et al., 2008). A dynamically oriented view holds that during the haze season (winter and spring), meridional transport from mid-latitude source regions to the Arctic is stronger due to vigorous large-scale circulation. The presence of Siberian high pressure helps steer polluted European air into the Arctic by transient and stationary eddies (Barrie, 1986; Iversen and Joranger, 1985). Using a Lagrangian particle dispersion model, Stohl (2006) has shown that in winter the diabatic cooling of air traveling over ice and snow facilitates penetration of the polar dome (surface of constant potential temperature) and transport to the Arctic lower troposphere. In contrast, pollution is diabatically transported to higher altitudes and diluted in summer (Klonecki et al., 2003). On the other hand, Ma et al. (2013) has shown that the circulation features do not have a strong effect on surface concentrations of Arctic BC in the Community Atmosphere Model.
Another mechanism that contributes to the seasonality of Arctic BC is the slower removal in winter. As a major sink term for aerosols, wet scavenging by precipitation (rain and snow) is modulated heavily by cloud microphysics. BC particles become effective ice nuclei (IN) only when the temperature is below \(~240~\text{K}\) [Friedman et al., 2011] and is thus not effectively removed by ice clouds. In mixed-phase clouds, the Bergeron process (i.e. evaporation of liquid droplets in the presence of ice crystals) releases aerosols contained in cloud droplets back into air [Cozic et al., 2008], so the wet scavenging in mixed-phase clouds is much less efficient than in liquid clouds. The low efficiency of ice cloud and mixed-phase cloud scavenging favors accumulation of aerosols at cold temperatures. Previous studies have found that different treatments of aerosol removal in models are a leading cause of the spread in simulated BC burdens. Improving the wet deposition scheme in models has been shown to significantly increase Arctic BC burdens in winter and thus result in better simulation of the seasonal cycle (e.g., Liu et al., 2011; Bourgeois and Bey, 2011; Browse et al., 2012; Wang et al., 2013). Dry deposition also has seasonal variations and is weaker in winter when the stable boundary layer inhibits turbulent mixing [Quinn et al., 2007]. It, however, accounts for only a small portion of the total removal and affects mainly the surface concentrations of Arctic haze (Liu et al., 2011). Another key factor determining BC concentrations is the aging process, which refers to the transformation from hydrophobic to hydrophilic aerosols due to coating by soluble species (Petters et al., 2006). Only aged BC particles can act as cloud condensation nuclei (CCN) and be removed by in-cloud scavenging. As a result, the aging rate has a large effect on global BC concentrations and distributions. Previous studies have shown that incorporating microphysical process into treatment of the aging process yields a slower aging rate in winter and improves the models’ capability in simulating the seasonal cycle of Arctic BC (Liu et al., 2011, 2016).
It is important to note that the aforementioned mechanisms (namely large-scale circulation, cloud microphysics and aging) are not mutually exclusive; they could all act to induce seasonality. Yet, the relative importance of these mechanisms in shaping the pronounced seasonal cycle of Arctic BC remains unclear. Although we have a general understanding of how air pollution is transported from mid-latitudes to the Arctic, transport of BC into the Arctic has not been quantified in the literature. On the other hand, most of the current modeling studies confirm the importance of wet deposition by investigating the sensitivity of simulated BC concentrations to different removal schemes. This approach, however, does not rule out the potential influence of transport on the seasonality of Arctic BC. In this paper we seek to provide a comprehensive analysis of the roles of long-range transport and wet removal in controlling the seasonal cycle of Arctic BC by quantifying BC budgets in the Arctic.

2.2 Model Description

This study uses a modified version of the Geophysical Fluid Dynamics Laboratory (GFDL) AM3 atmospheric general circulation model (AGCM) ([Donner et al., 2011]) with a cubed-sphere grid resolution of \( \approx 100 \) km and 48 hybrid vertical levels from the surface to \( \approx 1 \) Pa. We conduct a six-year hindcast simulation (2008-2013), following one year of spin-up. The emission inventories reflect 2008-2013 conditions. Anthropogenic emissions of aerosol and ozone precursors with seasonal variations are based on Hemispheric Transport of Air Pollution (HTAP) v2 - a mosaic of regional and global emission inventories for the years from 2008 to 2010 ([Janssens-Maenhout et al., 2015]), and are held constant after 2010. Daily-resolving biomass burning emissions for 2008-2013 are adopted from the Fire Inventory from National Center for Atmospheric Research (NCAR) ([Wiedinmyer et al., 2011]) and emitted in the surface layer. The model is forced with observed sea surface temperatures and sea ice, and
horizontal winds are nudged to the National Centers for Environmental Prediction (NCEP) Global Forecasting System reanalyses at approximately 1.4° × 1.4° horizontal resolution using a pressure-dependent nudging technique (Lin et al., 2012). The latter makes it possible to compare model simulations with observations for specific flight campaigns.

AM3 uses a bulk aerosol scheme and calculates the mass of aerosols based on their emissions, chemical reactions, transport, and wet and dry deposition, as described by Donner et al. (2011). Here we describe briefly the treatment of wet deposition, which is most pertinent to this study. In AM3, all aerosols are treated as externally mixed, and prescribed lognormal size distributions are assumed for computing aerosol activation into cloud droplets. Wet deposition includes in- and below-cloud scavenging by large-scale and convective clouds. For in-cloud scavenging of hydrophilic aerosols, the removal rate is equal to the scavenging efficiency (i.e. the fraction of aerosols that is incorporated into cloud droplets or ice crystals and removed by precipitation) multiplied by the fractional conversion rate of cloud condensate to precipitation. The scavenging efficiency is prescribed for each aerosol type, with consideration of its solubility. In AM3, in-cloud scavenging does not depend on size explicitly. Below-cloud scavenging is considered only for large-scale precipitation and is parameterized following Li et al. (2008).

The treatment of BC in the modified AM3 used in this study has been discussed extensively by Liu et al. (2011) and Fan et al. (2012); here we summarize briefly the key features. The model includes two types of BC: hydrophobic (BCpo) and hydrophilic (BCpi). 80% (40%) of BC emitted from anthropogenic (biomass burning) sources is assumed to be hydrophobic. The hydrophobic BC is then converted to the hydrophilic form at a variable aging rate (Liu et al., 2011). BC aging is assumed to result primarily from the condensation of H₂SO₄ onto BC aerosol surface, a common process that has been examined extensively in observational and laboratory studies.
H$_2$SO$_4$ is produced from the gas-phase oxidation of SO$_2$ by the OH radical and is rapidly converted to aerosol phase via nucleation or condensation onto existing particles. If it is assumed that during the transport of a plume, mixing with ambient air dilutes the concentrations of SO$_2$ and aerosols at the same rate, one can treat their ratio as a constant. As such, the aging rate is parameterized to be proportional to OH concentrations only, with the implicit assumption that there are always SO$_2$ and aerosol surface available for H$_2$SO$_4$ production. Aging can also occur through other processes (e.g. coagulation), which are believed to be slower and less important than condensation during long-range transport (Oshima et al., 2009). Their collective effect is represented by adding a small constant term to the parameterized aging rate coefficient. The final form of the aging process is:

$$k_a = \beta \cdot [OH] + \delta,$$

where $k_a$ is the aging rate coefficient, and $\beta$ and $\delta$ controls the fast and slow aging processes, respectively. In AM3 $\beta$ (which takes into account the effects of SO$_2$ and aerosol surface) is set to yield an e-folding aging time of 2.5 days under global mean OH concentrations, and $\delta$ is set by assuming a fixed e-folding time of 20 days for the slow aging processes.

Only hydrophilic BC can be removed by in-cloud scavenging, which is parameterized using a first-order rate coefficient ($k_{scav}$, s$^{-1}$) (Fan et al., 2012):

$$k_{scav} = \frac{F_{scav,1}P_{rain} + F_{scav,2}(1 - f_{berg})P_{snow} + F_{scav,3}f_{berg}P_{snow}}{Q_{liq} + Q_{ice}},$$

where $P_{rain}$ and $P_{snow}$ are the 3-dimensional rain and snow rates (kg m$^{-3}$ s$^{-1}$), respectively, and $Q_{liq}$ and $Q_{ice}$ the liquid and ice cloud water contents (kg m$^{-3}$), respectively. $F_{scav,i}$ is the scavenging efficiency for precipitation type $i$ ($i = 1, 2, 3$). $f_{berg}$ is the fraction of snow produced by the Bergeron process. In this study, $F_{scav,1}$ and $F_{scav,2}$ are
set to 0.2, and $F_{\text{scav,3}}$ is set to 0.01 to account for the less efficient removal of aerosols by snow produced by the Bergeron process than by rain and snow produced by riming and homogeneous freezing. Both hydrophobic and hydrophilic BC can be removed by below-cloud scavenging and dry deposition. The dry deposition velocity is calculated using the empirical resistance-in-series method with a surface-dependent collection efficiency (Gallagher, 2002), resulting in a much smaller dry deposition velocity over snow and ice than over land surfaces (soils and canopy).

Table 2.1 shows AM3 simulated global and Arctic BC budgets. The global BC emission (7.5 Tg yr$^{-1}$) is close to the commonly used values of the industrial-era emission in the Aerosol Comparisons between Observations and Models (AeroCom) project (Schulz et al., 2006) and is within the range of 4.7-11.4 Tg yr$^{-1}$ in previous studies. The ratio of wet deposition to dry deposition of BC is 1.14, which lies toward the lower end of the published range (e.g., Koch, 2001; Koch and Hansen, 2005; Wang et al., 2014a). This may be related to the weak convective removal of aerosols in AM3 (Paulot et al., 2016), an issue that does not have a direct effect on wet deposition in the Arctic where large-scale precipitation dominates. It, however, may result in stronger high-altitude transport of aerosols in AM3 than in other models. The global mean column burden of BC (0.31 mg m$^{-2}$) is roughly in the middle of the range of previous model estimates (0.11-0.53 mg m$^{-2}$, Bond et al., 2013). Relatively few studies have provided BC budget terms in the Arctic. Local BC emissions are very small as expected. The Arctic mean BC column burden in AM3 (0.12 mg m$^{-2}$) is very similar to that estimated with the Community Atmosphere Model in a recent study (0.13 mg m$^{-2}$, Jiao and Flanner, 2016). Wet deposition accounts for more than 85% of the total sink of BC in the Arctic, consistent with previous studies which have shown that wet deposition is the dominant removal pathway of aerosols in remote regions (e.g., Huang et al., 2010; Wang et al., 2014a).
2.3 Simulated and observed seasonal cycle of Arctic BC

While the model treatment of aerosol transport and deposition processes has been improved considerably in recent years and most current models can qualitatively reproduce the seasonal variations of Arctic BC, large biases remain in the amplitudes of simulated seasonal cycles (Shindell et al., 2008; Eckhardt et al., 2015). Figure 2.1 shows AM3 simulated and observed monthly mean BC surface concentrations at Alert, Barrow, and Zeppelin (Eleftheriadis et al., 2009; Sharma, 2004; Sharma et al., 2006). Measured BC exhibits similar seasonal variations at all three stations. Its concentrations peak in winter or early spring, followed by a rather precipitous decrease in April and May. The lowest concentrations occur from June to October. On average, BC concentrations in winter (DJF) are higher than in summer (JJA) by a factor of 3-4. The model is able to capture the seasonal cycle, but appears to underestimate BC at Alert and Barrow by a factor of 2-3 throughout the year. The performance of AM3 in simulating surface BC in the Arctic is comparable to the models in the Arctic Monitoring and Assessment Programme (AMAP), which underestimate BC at Alert and Barrow by about a factor of 2 on average, with largest biases during the haze season (Eckhardt et al., 2015). The discrepancy between AM3 and observations may result from model deficiencies, including uncertainties in BC emissions and deposition, or from observational errors, as some of the measurements are indirect and may be subject to rather large biases (Bond et al., 2013).

Figure 2.1 also compares the simulated BC vertical profiles at high latitudes (66°-85°N) with the aircraft measurements made during the HIAPER Pole-to-Pole Observations (HIPPO) campaigns (Schwarz et al., 2013; Wofsy, 2011). The seasonal variations are evident in the data. In January, high concentrations of BC are confined within the boundary layer (HIPPO1). During early spring, there are enhancements of
BC at higher altitudes (HIPPO3). BC concentrations at all altitudes start to decrease in June, and remain low throughout summer (HIPPO4 and HIPPO5). Despite some mismatches, AM3 generally reproduces the seasonal variations in BC vertical profiles. Previous studies have found no systematic bias in model simulated free troposphere BC when compared with aircraft observations (e.g., Koch et al. 2009; Eckhardt et al. 2015). Yet comparisons of BC vertical profiles are limited by a lack of spatial and temporal coverage of aircraft campaigns, and additional observations are needed for further model validation.

Based on the above results, we conclude that despite the remaining discrepancies between the model and observations, the performance of AM3 in simulating Arctic BC is similar to that of the current generation of models. AM3 is capable of reproducing the seasonal cycle of Arctic BC and thus can be used to study its underlying mechanisms. The improvement in AM3 simulated Arctic BC [compared to the standard version in Donner et al. (2011)] is attributed to the modified BC-related processes (aging, wet removal and dry deposition) in the model, and Liu et al. (2011) discussed the sensitivity of BC simulation to each process in detail. Since observations show similar seasonality of Arctic BC at the surface and in the free troposphere, we will focus on the BC column burden averaged over the Arctic for the rest of the paper. This allows us to take full advantage of the model and generalize the results to the entire Arctic. The column burden is also more relevant to the radiative effects of BC than the surface concentrations, and has received much attention in the literature.

2.4 Controlling factors of Arctic BC

We employ a box model of the Arctic region to quantify the key factors controlling Arctic BC concentrations. Given the relatively small emissions from local sources, the prevailing balance is between the meridional BC transport into the Arctic and
local deposition. One can write the rate of change in the average BC column burden \( C, \text{ kg m}^{-2} \) as:

\[
\frac{dC}{dt} = \frac{F}{S} - W - D, \quad (2.3)
\]

where \( F \) is the total net meridional flux into the Arctic (kg s\(^{-1}\)), \( S \) the Arctic surface area (m\(^2\)), and \( W \) and \( D \) the average wet and dry deposition rates (kg m\(^{-2}\) s\(^{-1}\)), respectively. Note that \( F \) includes transport into and out of the Arctic. Since the dry deposition of BC and the below-cloud scavenging of BCpo in the Arctic region are small (around 10% of the total BC deposition in the Arctic in the model simulation, see Table 2.1) and can be neglected, Eq. (2.3) can be simplified as:

\[
\frac{dC}{dt} = \frac{F}{S} - W_{pi}, \quad (2.4)
\]

where \( W_{pi} \) is the average BCpi wet deposition rate (kg m\(^{-2}\) s\(^{-1}\)). \( W_{pi} \) can be written as \( r \cdot w \cdot C \), where \( r \) represents the dimensionless hydrophilic fraction of BC (\( C_{pi}/C \), \( C_{pi} \) being the average BCpi column burden) and \( w \) represents the wet deposition efficiency of BCpi \( (W_{pi}/C_{pi}, \text{s}^{-1}) \), which can be thought of as the BCpi concentration-weighted in-cloud scavenging rate coefficient \( (k_{scav}) \) defined in Eq. (2.2), and is different from the wet scavenging efficiency \( (F_{scav,i}) \). Here \( r \) and \( w \) are derived from column-integrated quantities, and require no assumption regarding the vertical distributions of BCpi and BCpo. As AM3 simulated residence time of Arctic BC ranges from 6-20 days depending on the season (not shown), we assume steady state on the monthly time scale and arrive at an expression for \( C \):

\[
C = \frac{F}{S \cdot r \cdot w}. \quad (2.5)
\]

An inspection of Eq. (2.5) suggests that elevated BC concentrations could result from stronger transport from mid-latitude source regions and/or weaker wet
removal. General circulation patterns are important for determining long-range transport fluxes. Wet removal is reduced when a smaller fraction of BC is hydrophilic or the wet deposition efficiency of BCpi is lower. The aging process exerts a strong control over the hydrophilic fraction. The wet deposition efficiency is affected mainly by the phase of precipitation because in-cloud scavenging efficiency differs among liquid, ice and mixed-phase clouds.

We apply the box model to quantify the roles of the three main variables, namely the meridional BC flux \( F \), BC hydrophilic fraction \( r \) and BCpi wet deposition efficiency \( w \), in controlling the seasonality of Arctic BC. The monthly mean values of \( F \), \( r \) and \( w \) averaged over the Arctic (defined as poleward of 66\(^\circ\)N) are computed from our AM3 model simulation. Figure 2.2a compares the monthly mean BC column burdens calculated using the box model with AM3 simulations. The good agreement validates the assumptions made in deriving Eq. (2.5). The box model captures the seasonal cycle, suggesting that one can rationalize the seasonality of Arctic BC by examining the three variables defined above.

### 2.5 Meridional transport

Like other anthropogenic aerosol species, BC is emitted mainly at the mid-latitude industrial regions and carried into the Arctic by atmospheric transport. Isentropic airflow facilitates high-level transport from warm and humid (high equivalent potential temperature, \( \theta_e \)) areas such as North America and East Asia, and low-level transport from comparatively low \( \theta_e \) areas such as Europe \cite{Stohl2006}. Cross-isentropic transport due to diabatic heating or cooling also plays an important role \cite{Klonecki2003}. The total meridional BC flux \( F \) can be decomposed into contributions from
the mean meridional circulation (MMC), stationary eddies, and transient eddies:

\[
\{ \overline{v c} \} = \{ [\overline{v}] [\overline{c}] \} + \{ \overline{v' c'} \} + \{ v' c' \},
\]

(2.6)

where \( v \) is the meridional wind velocity (m s\(^{-1}\)), and \( c \) the BC mass mixing ratio (kg kg\(^{-1}\)). Overbars denote monthly means, square brackets zonal means, primes deviations from monthly means, asterisks deviations from zonal means, and curly brackets zonal and vertical integrals (from the surface to \( \sim \)100 hPa). Figure 2.2 shows the annual cycle of the total monthly mean meridional BC flux into the Arctic (at 66°N) and its three components. Generally, the total BC flux does not show much variation with time. The average flux is only \( \sim \)20% higher in DJF than in JJA, far from sufficient to account for the column burden difference between the two seasons (Fig. 2.2a). The contribution of the mean meridional circulation is very small. The transport is realized almost entirely by the eddy components. The flux by stationary eddies is comparable to that by transient eddies in DJF, while the latter dominates in JJA.

Although the vertically integrated BC flux changes little throughout the year, its vertical structure does vary with the season (Fig. 2.3). The flux in DJF is characterized by two peaks (one in the boundary layer, and the other at about 500 hPa), which are of different origins. In winter the polar dome extends to about 40°N, allowing the low-level transport of BC from Europe (Stohl [2006]). The diabatic cooling occurring when relatively warm air travels over a cold surface (i.e. strong inversion) keeps European BC in the boundary layer. The flux at about 500 hPa is more likely to be a result of transport from lower-latitude regions such as East Asia and North America. In JJA when BC from all regions experiences diabatic heating and wet removal caused by precipitation, the flux has only one notable peak at about 800 hPa originating from anthropogenic emissions in Europe and boreal forest fires over
Eurasia. BC from North America and East Asia is more likely to be transported diabatically to higher altitudes, and diluted and rained out along the path to the Arctic (Klonecki et al., 2003).

We further explore the meridional BC flux in frequency space by applying a time filter. Since the mean meridional flux is negligible, $\{v_n c_n\}$ approximates BC transport carried out by eddies with time scales greater than $2n$ days (Hall et al., 1994). Note that the subscript $n$ denotes means of consecutive non-overlapping $n$-day periods. Figure 2.4 shows the time-filtered BC flux into the Arctic as a fraction of the total flux. The relative contributions from eddies of different frequencies to the total BC transport are different in the two seasons. In DJF, about 90% of the BC flux is realized by eddies with time scales longer than 10 days. Slightly more than 40% of the BC flux arises from eddies that persist longer than 60 days. In contrast, eddies with time scales longer than 10 days account for less than 50% of the JJA flux, and eddies that persist longer than 60 days have very little contribution to the total flux. Thus, while synoptic eddies dominate in JJA, low frequency eddies contribute substantially to the total transport in DJF.

The prominence of transient eddies in all seasons suggests that the long-range transport of Arctic haze can be represented, to first order, as turbulent diffusion of mid-latitude sources, despite the complexities at the process level (Shaw, 1981). The idea of simplifying eddy transport as turbulent diffusion is widely used in understanding the atmospheric transport of heat and potential vorticity (Held, 1999). Here we apply it to study tracer transport. For a local down-gradient diffusion process, the vertically integrated meridional transient eddy BC flux can be assumed to be proportional to the meridional gradient of the BC column burden:

$$\{v'c'\} = -D \frac{\partial}{\partial y}\{\bar{c}\},$$

(2.7)
where $D$ is the turbulent diffusivity. It is clear from Figure 2.5 that there is a strong negative correlation ($r = -0.75$) between the transient eddy flux and meridional gradient averaged at a number of latitudes between $40^\circ$-66$^\circ$N, which validates the diffusive picture of pollution transport. The magnitude of the slope of the best linear fit with zero intercept ($2.24 \times 10^6$ m$^2$ s$^{-1}$) represents the eddy diffusivity, which is within the range of the estimated values in previous studies (e.g., Bolin and Keeling 1963, Newell et al. 1969, Held 1999). While BC sources and sinks vary throughout the year, the eddy diffusivity does not change substantially with the season. This indicates that the diffusivity is intrinsically determined by atmospheric dynamics rather than specific tracer properties. It would be interesting to see whether this result is robust across different models.

It should be noted that besides the large-scale circulation patterns, BC emissions also play a role in determining the BC flux into the Arctic. Most of the Arctic BC comes from anthropogenic emissions from mid-latitude industrial regions and biomass burning emissions from boreal forest, which have opposite seasonal variations. Anthropogenic emissions are highest during the heating season from November to March, while biomass burning emissions are highest from April to August. The total BC emission in mid- to high latitudes used in this study has a weak seasonal cycle with a maximum in April and a minimum in September (not shown). This explains some of the difference in the total BC flux between spring and autumn (Fig. 2.2).

### 2.6 Hydrophilic fraction

Figure 2.6a (solid line) shows the monthly mean hydrophilic fraction ($r$) of Arctic BC, which has a pronounced seasonal cycle. The hydrophilic fraction in DJF is only $\sim$40%, while almost all BC is hydrophilic in JJA. Figure 2.6a (dashed line) shows the monthly mean hydrophilic fraction of the meridional BC flux into the Arctic (i.e. the
ratio of BCpi flux to total BC flux), which is very similar to that of Arctic BC. This indicates that the transformation from hydrophobic to hydrophilic BC occurs mainly during the long-range transport, and the seasonal cycle of the Arctic BC hydrophilic fraction is shaped mainly by the aging process along the long-range transport path rather than locally in the Arctic.

Figure 2.6b shows the monthly mean e-folding aging time of BC (the inverse of the aging rate coefficient, computed as the average BCpo concentration divided by the average conversion rate from BCpo to BCpi) at 40°-66°N and over the Arctic. During the transport from mid-latitudes to the Arctic, the average aging time is much longer in DJF (∼10 days) than in JJA (∼1 day), resulting in a substantially lower hydrophilic fraction in winter. In the Arctic, the seasonal variations of BC aging time are even greater, which further amplifies the seasonal cycle of the hydrophilic fraction, as shown by the difference between the solid and dashed lines in Figure 2.6a.

The parameterized aging scheme in the model (Section 2) accounts for the seasonal cycle of the aging process and thus the hydrophilic fraction. The aging rate due to condensation is proportional to OH concentrations. As a result of enhanced solar radiation and specific humidity, OH concentrations are much higher in JJA than in DJF, resulting in more rapid aging by condensation in summer. The aging occurring through other processes (e.g. coagulation) is assumed to have a fixed e-folding time of 20 days, which is longer than that for the aging via condensation during the long-range transport (Fig. 2.6b, dashed line), and thus do not contribute to the seasonal cycle of the hydrophilic fraction.

The change in the hydrophilic fraction also helps explain the change in Arctic BC during spring and fall. From October to November, there is a sharp decrease in the hydrophilic fraction, resulting in a rapid buildup of BC. Similarly, from March to April, the increase in the hydrophilic fraction contributes to the decline in BC concentrations. The hydrophilic fraction, however, is fairly constant from April to
September, in contrast with the continuous decrease in BC starting from April. The wet deposition efficiency plays an important role in driving BC changes during this time period, as discussed in the next section.

### 2.7 BCpi wet deposition efficiency

Figure 2.6c shows the monthly mean wet deposition efficiency of BCpi \(w\) in the Arctic. The wet deposition efficiency in JJA is \(\sim 20\%\) higher than in DJF, contributing to the lower BC in JJA than in DJF. The magnitude of its seasonal cycle, however, is much weaker than that of the hydrophilic fraction \(r\) (Fig. 2.6a). Yet, the wet deposition efficiency increases continuously by a factor of 2 from May to August, driving the transition from moderate BC burdens in late spring to exceedingly low burdens in summer.

The wet deposition efficiency is largely controlled by the in-cloud scavenging rate coefficient \([k_{\text{scav}}\text{ in Eq. (2.2)}]\). To better understand the factors determining \(k_{\text{scav}}\), we analyze the conversion rate coefficients of cloud condensate to rain \((k_{\text{rain}})\) and snow \((k_{\text{snow}})\) through which in-cloud scavenging occurs, which are defined as:

\[
k_{\text{rain}} = \frac{P_{\text{rain}}}{Q_{\text{liq}} + Q_{\text{ice}}}, \quad k_{\text{snow}} = \frac{P_{\text{snow}}}{Q_{\text{liq}} + Q_{\text{ice}}}. \tag{2.8}
\]

In this study we use a much larger scavenging efficiency for rain than for snow produced by Bergeron process. Therefore according to Eq. (2.2), \(k_{\text{scav}}\) and thus the wet deposition efficiency are determined by \(k_{\text{rain}}\) rather than \(k_{\text{snow}}\) when most snow is produced by the Bergeron process, which is the case for the Arctic during the winter (Fan et al., 2012). Figure 2.6d shows the annual cycle of AM3 simulated \(k_{\text{rain}}\) and \(k_{\text{snow}}\) in the Arctic. \([P_{\text{rain}}, P_{\text{snow}}, Q_{\text{liq}}\text{ and } Q_{\text{ice}}\text{ are first averaged over the Arctic and then }k_{\text{rain}}\text{ and }k_{\text{snow}}\text{ are calculated using Eq. (2.8).}\] Consistent with the seasonal cycle of the wet deposition efficiency, \(k_{\text{rain}}\) is higher in JJA than in DJF. From May to
August, \( k_{\text{rain}} \) increases by a factor of 2, which helps explain the two-fold increase in the wet deposition efficiency. The seasonal variation in \( k_{\text{rain}} \) is a result of the seasonal cycle of both rain rate (\( P_{\text{rain}} \)) and cloud water content (\( Q_{\text{liq}} + Q_{\text{ice}} \)). As the atmosphere becomes warmer and holds more water vapor from DJF to JJA, \( P_{\text{rain}} \) increases by about an order of magnitude (Fig. 2.6e) due to thermodynamic reasons. However, \( k_{\text{rain}} \) and the wet deposition efficiency increase by only less than a factor of two. This is because \( Q_{\text{liq}} + Q_{\text{ice}} \) increases by a factor of 4-5 (Fig. 2.6f) from DJF to JJA as the clouds become more vigorous, and the wet deposition efficiency is determined by the ratio of \( P_{\text{rain}} \) to \( Q_{\text{liq}} + Q_{\text{ice}} \) rather than by \( P_{\text{rain}} \) alone.

In contrast with \( k_{\text{rain}} \), \( k_{\text{snow}} \) is much larger in DJF than in JJA because cold temperature favors snow formation, which is opposite to the seasonal variations in the wet deposition efficiency. Therefore one may expect that models without different removal efficiencies for liquid and mixed-phase clouds cannot reproduce the seasonal cycle of the wet deposition efficiency, and thus the seasonal cycle of Arctic BC concentrations.

It should be noted that as clouds get warmer and contain more liquid water from DJF to JJA, riming overtakes the Bergeron process as the main mechanism for generating snow in the Arctic. In AM3 riming accounts for about 20% and 80% of the total Arctic snow production in DJF and JJA, respectively (not shown). In this study riming is assumed to be as efficient at removing aerosols as rain. The change in the mechanism of snow production, however, does not have a strong effect on the seasonal cycle of the wet deposition efficiency. Since \( k_{\text{snow}} \) is larger in DJF than in JJA by almost an order of magnitude (Fig. 2.6d), the conversion rate coefficient of cloud condensate to snow produced by riming (i.e. \( k_{\text{snow}} \) scaled by the riming fraction) reaches a maximum in winter, despite much higher riming fraction in summer. The conversion of cloud condensate to rain is much faster than to snow in summer, indicating that rain is the dominant removal mechanism. As a result, we conclude
that the difference in the scavenging efficiency between rain and snow is the primary cause of the seasonal cycle of the wet deposition efficiency, and the change in the dominant mechanism of snow production is a secondary consideration.

2.8 Concluding remarks

It has long been recognized that aerosols from mid-latitude source regions undergo long-range transport, leading to high concentrations of air pollution in the Arctic during late winter and early spring. Here we apply the GFDL AM3 model to analyze the key factors affecting the seasonal variations in Arctic BC. The model is able to reproduce the observed Arctic BC concentrations and seasonality, with 3-4 times higher values in DJF than in JJA. We find that the seasonal cycle of Arctic BC is caused mainly by the seasonality of wet deposition, with a secondary contribution from the long-range transport flux.

The transport of BC at mid- to high latitudes occurs mainly through stationary and transient eddies, rather than through the mean meridional circulation. Stationary eddies account for ~40% of the total flux in DJF, while virtually all the transport is realized through transient eddies in JJA. The vertical distribution of meridional BC transport also varies seasonally. The vertical profile of the BC flux into the Arctic in DJF has two peaks (one in the boundary layer and the other in the mid-troposphere), while the BC flux in JJA is concentrated in the lower troposphere. The total meridional BC flux into the Arctic, however, changes little throughout the year despite the shift in large-scale circulation.

The wet removal depends on both BC hydrophilic fraction and BCpi wet deposition efficiency. The hydrophilic fraction is smaller in DJF than in JJA due to the slower BC aging along the long-range transport path to the Arctic during winter. This difference in the hydrophilic fraction plays a dominant role in the large difference in
BC concentrations between DJF and JJA. The wet deposition efficiency is lower in DJF mainly because snow produced in mixed-phase clouds is less efficient in removing BC than rain. The decrease in BC concentrations from late spring to summer is due to a gradual but steady increase in the wet deposition efficiency, while the return of BC in late autumn is caused mainly by a sharp decrease in the hydrophilic fraction.

Our results are consistent with the observational analysis of Garrett et al. (2011), which argued that some combination of dry deposition and wet scavenging drives the seasonal cycle of aerosols at low altitudes in the North American Arctic. Here we show that the dominance of wet deposition in determining BC seasonal cycle applies to the entire Arctic. We further explain the seasonality of wet deposition in terms of aging and cloud microphysical processes. While being influenced by complicated physical and chemical factors, these processes are parameterized in the model in a relatively simple way. Measurements of Arctic BC mixing state at different times are required for verifying the assumed OH dependence of the aging rate. Measurements of BC wet deposition and concentrations in rain and snow will be particularly useful for constraining the rain and snow scavenging efficiencies. It should also be noted that besides transport and wet deposition, large uncertainties remain in BC emission inventories, which have not been discussed in this paper. High latitude BC emissions from gas flaring and residential combustion have a large contribution to Arctic BC concentrations and are potentially crucial for affecting its seasonality (Stohl et al., 2013). Although these sources are included in HTAP emissions, the low biases in model simulated BC surface concentrations at Alert and Barrow suggest an underestimate of BC emissions at high latitudes. However, as most of the emissions remain close to the surface, their contributions to BC in the mid-and upper troposphere in the Arctic are small (Stohl et al., 2013), and will not affect our conclusions, which are based on BC column burden.
In this study the quantitative analysis of the controlling factors is for BC column burden, as opposed to surface concentration. While they share a similar seasonal cycle, the relative importance of the controlling factors is somewhat different. As shown in Figure 2.3, the BC flux in the boundary layer (below 900 hPa) in winter is 2-3 times larger than that in summer, contributing to higher surface concentrations. Furthermore, a sensitivity test (not shown) suggests that dry deposition is a very important controlling factor of BC surface concentrations, while wet deposition plays less of a role than it does in causing high BC column burdens in winter.

Although the analysis in this paper focuses on BC, the findings should be generally applicable to other components of Arctic haze. For example, sulfate has a similar seasonal cycle, but with peak concentrations in spring as opposed to winter (as is the case for BC) (Shindell et al., 2008). The difference in the scavenging efficiencies by rain and snow probably dominates the seasonal variations in sulfate. Reducing wet deposition by snow has been found to improve the model’s ability to reproduce the observed sulfate concentrations over the United States (Paulot et al., 2016) and in the Arctic (Browse et al., 2012). The shift in the peak may be due to the absence of an aging process since all sulfate is hydrophilic. The seasonal cycle of sulfate production by SO$_2$ oxidation may also plays a role in shaping the high sulfate concentrations in spring.

The results discussed here may have implications for understanding the variability and trend in Arctic aerosols and their climate impacts. Since large-scale circulation influences the key processes of long-range transport and the spatial pattern of precipitation, natural climate variability at annual to decadal timescales may play an important role in determining changes in aerosol concentrations in the Arctic (Christoudias et al., 2012; Eckhardt et al., 2003). It would be interesting to apply our analysis to study the effect of climate variability on the characteristics of atmospheric transport and wet deposition. As climate warms, precipitation at high latitudes is
expected to increase, but the fraction of snow may decrease (Barnett et al., 2005; Sin-garayer et al., 2006). These changes tend to enhance the wet scavenging of aerosols and result in a cleaner Arctic atmosphere. A recent study has shown that with constant BC emissions, the annual mean Arctic BC burden will be reduced by 13.6% by the end of the 21st century due to the enhanced wet removal in a warmer climate (Jiao and Flanner, 2016). The aging process, which is affected by atmospheric composition, may also vary over time. SO$_2$ emissions at mid-latitudes have generally declined in recent decades (Streets et al., 2006) and are projected to decrease even more in the future (Levy et al., 2008). This long-term trend in SO$_2$ emissions will result in a decrease in sulfate concentrations but an increase in BC concentrations in the Arctic due to a slower aging process by condensation of H$_2$SO$_4$ and thus weaker wet removal. Therefore it is important to consider the changes in aerosol sources and sinks when using models to examine how aerosols may alter Arctic climate under future emission scenarios.
Table 2.1: Global and Arctic annual mean BC budgets in AM3.

<table>
<thead>
<tr>
<th></th>
<th>Emission (Tg yr(^{-1}))</th>
<th>Wet Deposition (Tg yr(^{-1}))</th>
<th>Dry Deposition (Tg yr(^{-1}))</th>
<th>Burden (mg m(^{-2}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>7.5</td>
<td>4.0</td>
<td>3.5</td>
<td>0.31</td>
</tr>
<tr>
<td>Arctic</td>
<td>0.0052</td>
<td>0.078</td>
<td>0.012</td>
<td>0.12</td>
</tr>
</tbody>
</table>
Figure 2.1: (top) Model simulated and observed monthly mean surface BC at Alert (2008-2012), Barrow (2008-2013), and Zeppelin (2008-2013). Error bars denote one standard deviation from monthly means. (bottom) Model simulated and observed BC vertical profiles at high latitudes (66°-85°N) during HIPPO (HIPPO1: January 2009, HIPPO2: October-November 2009, HIPPO3: March-April 2010, HIPPO4: June-July 2011, HIPPO5: August-September 2011). Error bars associated with observational profiles represent one standard deviation of the HIPPO data. For the comparison, daily BC fields archived from the model are first sampled along the flight track and then averaged over 66°-85°N for each campaign.

Figure 2.2: Monthly mean (a) Arctic BC column burdens simulated using AM3 (red) and derived from the box model (black), (b) AM3 simulated total meridional BC flux into the Arctic (solid) and contributions from the mean meridional circulation (dashed), stationary eddies (dash-dot), and transient eddies (dotted). Error bars denote one standard deviation from monthly means.
Figure 2.3: Vertical profiles of meridional BC flux at 66°N. The solid and dashed lines represent DJF and JJA, respectively.

Figure 2.4: Time-filtered meridional BC flux ($\{\tau_n c_n\}$ defined in Section 5) as a fraction of total flux at 66°N. The solid and dashed lines represent DJF and JJA, respectively.
Figure 2.5: Scatter plot of vertically integrated monthly mean meridional BC flux by transient eddies versus meridional gradients of BC column burden averaged over 40°-66°N. The linear regression line is also shown. Green and red dots represent DJF and JJA, respectively.
Figure 2.6: Monthly mean AM3 simulated (a) hydrophilic fractions of Arctic BC (solid) and BC flux into the Arctic (dashed), (b) BC aging time averaged at 66°-90°N (solid) and 40°-66°N (dashed), (c) Arctic BCpi wet deposition efficiency, (d) rate coefficients of conversion of cloud condensate to rain (solid) and snow (dashed) in the Arctic, (e) Arctic rain rate, and (f) Arctic cloud water path. Error bars denote one standard deviation from monthly means.
Chapter 3

The Influence of Aerosol Absorption on the Extratropical Circulation

3.1 Introduction

The large-scale atmospheric circulation response to climate forcings has been studied extensively. The greenhouse gas (GHG)-induced warming is thought to cause a poleward shift of the subtropical jets and storm tracks, and an expansion of the tropics (e.g., Hall et al. 1994; Yin 2005; Lorenz and DeWeaver 2007; Lu et al. 2008; Chen et al. 2008). Scattering aerosols (e.g., sulfate) can partly offset the climate impacts of GHGs by reflecting solar radiation. Previous studies using coupled general circulation models (GCMs) have shown the impacts of aerosols on both tropical and extratropical circulation. As a result of the interhemispheric asymmetry in the aerosol forcing, the Hadley circulation weakens (strengthens) in the boreal summer (winter) and the intertropical convergence zone shifts southward (Ming et al. 2011). Aerosol-induced cooling results in an equatorward shift of the jet stream, opposite to
the GHG-induced change (Fischer-Bruns et al., 2009; Ming and Ramaswamy, 2009). Allen and Ajoku (2016) showed that future projected aerosol decrease results in tropical widening and a poleward shift of the jet, and the effect of aerosol decrease may be larger than GHG increase in GCMs including aerosol indirect effect. Ming et al. (2011) suggested that aerosols also cause zonal-asymmetric circulation change at mid-latitudes by altering stationary Rossby waves, which results in a strong cooling and a decrease of transient eddy kinetic energy (EKE) over the North Pacific. On regional scales, aerosols have been shown to modify radiative heating rates at the surface and in the boundary layer in urban areas and thus affect the temperature profile (Ackerman, 1977; Jacobson, 1998). Jacobson and Kaufman (2006) suggested that aerosols tend to reduce near-surface wind speed and precipitation locally by stabilizing the atmosphere. Recent studies using atmospheric GCMs (AGCMs) have shown that anthropogenic aerosols also modulate mid-latitude cyclones by changing the vertical profile of diabatic heating rates in the atmosphere (e.g., Wang et al., 2014a, b; Lu and Deng, 2016).

Absorbing aerosols (e.g., black and brown carbon) have different radiative properties from scattering aerosols and contribute to global warming along with GHGs. Black carbon (BC) from fossil fuel emissions has been shown to increase the stability of near-surface air, slow near-surface winds, and reduce global mean precipitation (e.g., Jacobson, 2002, 2004; Ming et al., 2010). Some studies have suggested that controlling BC emissions may be more effective at slowing global warming than controlling GHG emissions (Jacobson, 2002, 2010). Recent work has focused on the effects of absorbing aerosols on regional climate (e.g., Bollasina et al., 2008; Randles and Ramaswamy, 2008). However, the impacts of absorbing aerosols on atmospheric circulation have received little attention. Allen et al. (2011) showed that the circulation response to natural (mostly scattering) and anthropogenic (scattering and absorbing) aerosols are very different and inferred that absorbing aerosols strongly
affect atmospheric circulation in an opposite way to scattering aerosols. While both absorbing aerosols and GHGs act to warm the climate, their effects on large-scale circulation are not necessarily similar. Ming et al. (2010) showed that the global mean precipitation increase due to the warming caused by absorbing aerosols does not scale with surface temperature change since the strong atmospheric absorption suppresses precipitation. Using the Community Atmosphere Model coupled to a slab ocean, Allen et al. (2012) showed that BC and tropospheric ozone play a more important role than GHGs in driving tropical expansion in the Northern Hemisphere in recent years due to the associated atmospheric heating at mid-latitudes and the resulting poleward shift of the maximum meridional temperature gradient. Despite these early attempts, the influence of absorbing aerosols on large-scale circulation has not been studied systematically.

In general, global emissions of BC have increased in recent decades while sulfate emissions have declined (Lamarque et al., 2010), and this trend is projected to continue over the next decade under several Representative Concentration Pathways (Lamarque et al., 2011; Fiore et al., 2012). This adds urgency to understanding the circulation response to absorbing aerosols for attributing the observed trend and variability in atmospheric circulation and predicting future changes. Satellite and in-situ observations shows that large amount of BC is present both in the tropics and at mid-latitudes (e.g., Koch et al., 2009; Schwarz et al., 2013). One would expect that the circulation response to the same forcing varies with latitude due to different dynamical regimes. In the tropics where the Coriolis parameter is small, the time mean flow is the largest contributor to the poleward energy transport. The vertical temperature structure (or the static stability) is set approximately by the moist adiabat. In the extratropics, baroclinic eddies play the dominant role in transporting heat and moisture poleward and shaping the large-scale circulation and weather pattern. The static stability is largely controlled by dry baroclinic eddy dynamics.
Held, 1982; Zurita-Gotor and Lindzen, 2007; Schneider and O’Gorman, 2008), while moisture has an important but secondary role (Frierson, 2008). In light of the very different tropical and extratropical regimes, in this study we choose to focus on the impacts of absorbing aerosols on the extratropical circulation and associated physical mechanisms.

The overall picture of aerosol-climate interactions is complicated and uncertain since it involves a variety of physical processes, such as aerosol emission and transport, aerosol-radiation interactions, aerosol-cloud interactions, and air-sea coupling. To simplify the problem, we use an AGCM to study tropospheric-only response to idealized absorbing aerosol forcings. Our analysis includes only aerosol direct and semi-direct effects. We examine the effects of absorbing aerosols at different altitudes since previous studies have shown that BC-climate interaction is highly dependent on the vertical profile (Hansen, 2005; Ming et al., 2010; Ban-Weiss et al., 2012; Persad et al., 2012).

3.2 Method

We use the Geophysical Fluid Dynamics Laboratory (GFDL) AM2, the atmospheric component of GFDL coupled model CM2, to investigate the atmospheric-only response to absorbing aerosols. The configuration and performance of this model have been documented in The GFDL Global Atmospheric Model Development Team (GAMDT, 2004); here we describe briefly the features most relevant to this study. AM2 uses a finite volume dynamical core with a horizontal resolution of $\sim 2^\circ \times 2.5^\circ$. The model has 24 hybrid vertical levels from the surface to 3 hPa, with nine levels in the planetary boundary layer (the lowest 1.5 km), ten levels in the free troposphere, and five levels in the stratosphere. The shortwave and longwave radiation algorithms follow Freidenreich and Ramaswamy (1999) and Schwarzkopf and Ra-
maswamy (1999), respectively, with modifications as described in GAMDT (2004). The model uses the relaxed Arakawa-Schubert (RAS) convective parameterization, which represents moist convection as multiple entraining plumes that produce precipitation (Moorthi and Suarez 1992). Stratiform clouds are prognosed following Tiedtke (1993) with modifications as described in GAMDT (2004). Cloud microphysics are parameterized based on Rotstayn (1997) and Rotstayn et al. (2000). Convective planetary boundary layers are parameterized using a K-profile scheme based on Lock et al. (2000). For stable layers, conventional stability functions dependent on the Richardson number are used. Tropospheric aerosols and ozone are simulated offline using a chemical transport model driven by GCM-simulated meteorological fields (Horowitz 2006). All aerosols are treated as externally mixed, and lognormal size distribution is assumed with the geometric mean radius and standard deviation from Haywood and Ramaswamy (1998). The model includes only the direct effects of aerosols with optical properties described by Haywood and Ramaswamy (1998) and Haywood et al. (1999). The model has been used to study the responses of general circulation and hydrological cycle to GHGs and aerosols (e.g., Ming et al. 2010; Persad et al. 2012).

We perturb the control case (with GHG and aerosol concentrations in 1990) with an increase of 2.4 × 10^{-6} \text{ kg m}^{-2} \text{ in BC burden within a specific model layer over the entire globe. This burden is chosen so that the resulting radiative forcing is comparable to that of the present-day BC [approximately 0.53 W m}^{-2} \text{ in AM2 (Ming et al. 2010)]. The BC burden is prescribed and not interactive. The globally uniform increase in BC is not representative of present-day BC or any future scenario. Given large uncertainties in the realistic spatial distribution of aerosols, we choose to use these uniform absorbing aerosol experiments to investigate the underlying mechanisms through which the climate impacts are manifested. We examine the model-simulated response to increase of BC at three model layers in the free troposphere or
the boundary layer ($\sigma = 0.38, 0.60, 0.90$). To investigate to what extent the response is local, we also perform experiments with latitudinally restricted increase of BC in the tropics (30°S-30°N), mid-latitudes (30-60°N/S) and high latitudes (60-90°N/S) at $\sigma = 0.38$. The simulations are forced with monthly climatological sea surface temperatures (SSTs) and sea ice from the NOAA Optimal Interpolation sea surface temperature dataset (Reynolds et al., 2002). Each simulation is run for 17 years, and the results in this paper are averaged over the last 16 years.

We also conduct a set of idealized model experiments to complement the comprehensive model results. The idealized model is based on a spectral dynamical core. It uses a sigma coordinate, with the vertical differencing following Simmons and Burridge (1981). The model is dry (i.e., has no clouds or water vapor), and has neither topography nor seasonal cycle. It is forced with highly idealized physics as described in Held and Suarez (1994). Radiative heating and cooling are represented by Newton relaxation of temperature to a specified zonally symmetric radiative-equilibrium state. Momentum is damped by Rayleigh friction near the surface, the rate of which decreases linearly from 1 day$^{-1}$ at the surface to 0 at $\sigma = 0.7$. The model does not have parameterized convection. This dry idealized GCM has been used to study the response of tropospheric circulation to idealized forcings such as stratospheric warming, surface friction, and zonal torque (Chen et al., 2007; Lorenz and DeWeaver, 2007; Chen and Zurita-Gotor, 2008). We run the model with a horizontal resolution of T85 ($\sim 1.4^\circ$) and 30 evenly spaced vertical levels, and perturb the control run by adding a global uniform heating rate of $3 \times 10^{-5}$ K s$^{-1}$ at specific levels. The heating rate is chosen to yield an anomalous column integrated heating rate similar to that induced by BC in the comprehensive model. This is done for two different layers in the free troposphere ($\sigma = 0.38$ and 0.58). The model is integrated for 1000 days for each experiment, and the last 500 days are used for analysis.
3.3 Results

3.3.1 Temperature and zonal wind

Figure 3.1 shows the responses of zonal mean temperature and zonal wind to BC at different levels. In general BC heats the troposphere by absorbing solar radiation, and the maximum warming occurs at heated altitudes. The temperature increase due to BC at higher altitudes is much stronger. Upper ($\sigma = 0.38$) and mid- ($\sigma = 0.60$) tropospheric BC yields a maximum warming of $\sim 6$ K and $\sim 3$ K, respectively, while the temperature change due to boundary layer ($\sigma = 0.90$) BC is less than 1 K. The magnitude of warming decays away throughout the troposphere, which stabilizes (destabilizes) the atmosphere below (above) the heating layer. The tropospheric warming penetrates to lower altitudes more in the mid-latitudes than in the low and high latitudes, indicating that the atmosphere responds differently in the three distinct dynamical regimes. More specifically, the tropical air temperature is under strong control of the surface temperature through moist convection; the latter is fixed in our simulations. The stable polar atmosphere is not conducive to vertical mixing. A detailed discussion of the mid-latitudes will be given later. Mid-tropospheric and boundary layer BC is more effective at exciting surface polar amplification. Free tropospheric BC also results in cooling in the polar stratosphere and warming near the tropopause in the tropics. These non-local responses may result from the stratospheric residual circulation change, which is out of the scope of this paper.

Upper tropospheric BC has a strong effect on both the subtropical jet and the eddy-driven jet, which merge together in the climatological control run (Figure 3.1). There is an appreciable weakening of the zonal wind on the equatorward flank of the subtropical jet ($\sim 20^\circ$), which is accompanied by a strengthening on the poleward flank of the eddy-driven jet ($\sim 60^\circ$). If one defines the jet position as the latitude of maximum vertical averaged zonal mean zonal wind, this wind pattern change amounts
to a poleward jet displacement of $\sim 3^\circ$ in both hemispheres. The jet response is a result of changes in both the vertical wind shear and surface wind. The vertical shear decreases (increases) on the equatorward (poleward) flank of the jet, consistent with the anomalous meridional temperature gradient (Figure 3.1a). The poleward shift of surface westerlies is related to the change in eddy momentum flux, which is shown in Figure 3.2. In both hemispheres, the decrease (increase) in eddy momentum flux on the equatorward (poleward) flank of the jet gives rise to a divergence of eddy momentum flux at mid-latitudes, which slows down surface westerlies. In contrast, the convergence of eddy momentum flux poleward of $\sim 60^\circ$ acts to accelerate surface westerlies. The negligible jet displacement in the case of mid-tropospheric BC is likely due to the competing effects of the surface warming amplification at high latitudes and the upper tropospheric warming amplification in the tropics. This is consistent with previous studies focusing on the jet shift under global warming, which have shown that increased upper tropospheric meridional temperature gradient tends to shift the jet poleward while decreased lower tropospheric temperature gradient does the opposite (e.g. Barnes and Screen, 2015; Butler et al., 2010). The impact of boundary layer BC on zonal wind is similar to that of mid-tropospheric BC, albeit with an even smaller magnitude, especially in the Northern Hemisphere.

Figures 3.3a-c show the responses of zonal mean temperature in the latitudinally restricted perturbation experiments in which BC is increased at $\sigma = 0.38$ in the tropics, mid-latitudes and high latitudes, respectively. Increased BC at individual latitude bands yields maximum warming at the heated latitudes. To first order the temperature response is local; the warming is mostly confined in the forced latitudinal bands. It is notable that tropical BC also causes some dynamically induced warming at mid-latitudes. In contrast to the clear downward mixing in the mid-latitude case, the high latitude warming is almost entirely confined locally, a manifestation of the stable atmospheric condition in the polar regions. A comparison with Figure 3.1a
suggests that the temperature response to BC at different latitudes are mostly linearly additive.

Figures 3.3d-f depict the responses of zonal wind to the latitudinal restricted forcings, with corresponding changes in eddy momentum flux in Figure 3.4. The poleward jet displacement seen in the case of globally uniform BC can be attributed mostly to mid-latitude BC (Figure 3.3e). The resulting divergence (convergence) of eddy momentum flux decelerate (accelerate) surface westerlies equatorward (poleward) of 60°. Upper tropospheric wind anomalies are consistent with changes in the meridional temperature gradient and the associated vertical wind shear. The poleward jet shift due to mid-latitude BC is more prominent than that in the globally uniform case in the Southern Hemisphere. This is mainly because high-latitude BC has an opposite effect, reducing zonal wind on the poleward flank of the jet and yielding an equatorward jet displacement (Figure 3.3f). The opposite effects of mid- and high-latitude heating on the jet have also been found in GCM experiments with idealized thermal forcings at different latitudes. Tropical BC results in an anomalous poleward eddy momentum flux at the jet core in both hemispheres, which helps force the weakening (strengthening) of the surface wind near 30° (60°). In the upper troposphere the eddy-driven jet becomes stronger, consistent with the increased meridional temperature gradient as a result of tropical warming. In the Southern Hemisphere tropical BC also results in a slight poleward jet displacement, but mid-latitude BC is much more effective at shifting the jet.

3.3.2 Mean circulation and eddy activity

Figure 3.5 shows the response of the meridional overturning streamfunction to BC at different altitudes. Upper tropospheric BC results in a weakening and expansion of the Hadley cell in both hemispheres. The weakening occurs in the summer hemisphere of the solstice seasons and in both hemispheres of the equinox seasons (not
shown). This is related to the anomalous eddy momentum flux convergence in the upper troposphere at \( \sim 20^\circ \) (Figure 3.2), consistent with the linear theories of Hadley circulation strength (e.g., Walker and Schneider, 2006). The Hadley cell expansion may be due to the increase in subtropical static stability (Figure 3.1a), as suggested by the existing scaling theories of Hadley circulation extent (e.g., Walker and Schneider, 2006; Lu et al., 2007). In the extratropics upper tropospheric BC results in a weakening of the Ferrel cell. This is consistent with the change in eddy momentum flux (Figure 3.2), as the anomalous divergence of the eddy momentum flux in the upper troposphere at mid-latitudes is balanced by the Coriolis torque acting on the anomalous poleward flow. Mid-tropospheric and boundary layer BC yields a similar weakening of the Hadley and Ferrel cells, but the magnitude is much smaller.

Atmospheric circulation plays an important role in transporting energy from equatorial regions to higher latitudes. This poleward energy flux occurs mainly through the mean meridional circulation, stationary eddies and transient eddies. Figure 3.6 shows the change in total northward energy flux due to BC at different altitudes and the contribution from each component. In the tropics the weakening of the Hadley cell due to free tropospheric BC results in a decrease in the poleward energy transport by mean circulation. In the extratropics free tropospheric BC causes a decrease in energy transport by transient eddies. The weakening of the energy transport occurs everywhere below the heating layer (Figures 3.7a,b). Overall, the poleward energy flux by transient eddies decreases by about 14% (5%) at mid-latitudes due to upper (mid-) tropospheric BC. In the Northern Hemisphere part of the decrease is balanced by an anomalous northward energy flux associated with the weaker Ferrel Cell (Figures 3.5a,b), but in general transient eddies dominate the weakening of poleward energy transport in both hemispheres. The stationary eddies have seasonal variations with opposite signs in summer and winter (not shown), and thus does not contribute to the change in annual mean meridional energy flux. The change in meridional energy
flux due to boundary layer BC is not statistically significant in most places (Figures 3.6\& and 3.7\&).

Since the poleward eddy transport of energy at mid-latitudes can be thought of as turbulent diffusion (Held, 1999), the anomalous energy flux is related to the changes in the meridional gradient and the eddy strength. Further calculations suggest that the meridional moist static energy gradient at mid-latitudes does not change significantly, thus the decrease in the energy flux is caused by weaker eddies. To understand the change in eddy activities, we examine the velocity scale ($V$) and the length scale ($L$) of the baroclinic eddies. Figures 3.7\&-f show the change in EKE due to BC at different altitudes. Free tropospheric BC results in a reduction in EKE, which peaks at upper troposphere where the climatological EKE is the strongest. The average velocity of the eddies (the square root of mean EKE) decreases by about 13% (3%) due to upper (mid-) tropospheric BC. The change in EKE due to boundary layer BC is, again, not statistically significant. The decrease in eddy velocity is largely a result of the enhanced static stability, consistent with the scaling theories stating that $V$ is inversely proportional to the isentrope slope (Held and Larichev, 1996). Following previous literatures (e.g., Barry et al., 2002), we further diagnose the average meridional mixing length $L \propto FVT_y$, where $F$ is the meridional eddy heat flux and $T_y$ is the meridional temperature gradient. Upper and mid- tropospheric BC results in a 6% and 4% decrease in the eddy length scale, respectively. The decrease in the mixing length is consistent with the Rhine’s scale ($L_\beta = (V/\beta)^{1/2}$, where $\beta$ is the meridional gradient of the Coriolis parameter) at which the inverse energy cascade is halted by $\beta$-effect (Held and Larichev, 1996; Barry et al., 2002). A detailed discussion on the scaling arguments for baroclinic eddies is beyond the scope of this paper, but we hope that similar tropospheric heating experiments in GCMs can be used to test eddy closure theories in future studies.
In this study we focus on changes in the zonal mean flow. In reality the longitudinal variations in the Earth’s surface and the inhomogeneous forcing can excite stationary waves and thus result in changes in the zonally asymmetric flow (e.g., Held et al., 2002; Ming et al., 2011). The effects of these two factors are always coupled with each other and may not be separated cleanly. Here we only include one source of zonal asymmetry by using an AGCM with realistic geography, but with idealized BC forcing, and the role of changes in stationary eddies may be underestimated. Future work may focus on the atmospheric response to idealized BC forcing in AGCMs with idealized boundary conditions (e.g., aqua-planet models) or to inhomogeneous BC forcing in realistic AGCMs.

3.3.3 Energy budget

The above analysis shows that the temperature response is key to understanding the extratropical circulation change. Free tropospheric BC affects the static stability and meridional temperature gradient at mid-latitudes, which weakens the baroclinic eddies and thus the meridional energy transport. It is clear that the temperature and circulation changes due to upper tropospheric BC are much more stronger than that due to mid-tropospheric BC. Boundary layer BC, in contrast, does not have a significant effect on temperature, zonal wind, or eddy activity.

The altitude-dependence of BC-induced response is not immediately intuitive. Since we use the same BC burden in the three experiments, the increase in atmospheric shortwave absorption is similar and cannot explain the different magnitudes of temperature change. An analysis of the change in heating rates provides some insights into the temperature response (Figure 3.8). Atmospheric temperature is affected by physical processes including radiative shortwave (SW) heating and longwave (LW) cooling, latent heat release by convective and large-scale cloud formation, vertical diffusion, and dynamical advection of sensible heat. BC at different altitudes
results in local SW heating anomalies. Note that the SW heating due to boundary layer BC is stronger than that due to free tropospheric BC because model layers in the boundary layer contain less mass. The vertical integrated SW heating actually increases slightly with altitude as a result of low and middle clouds. Since we focus on the equilibrium response to a perturbation, the changes in heating rates by different processes have to balance out one another. Therefore as diabatic heating terms (radiative and latent heating) and vertical diffusion are computed directly from the model output, one can evaluate dynamical advection as a residual.

When BC is added in the free troposphere, the most important sources of heating rate changes are SW radiation, latent heat release by large-scale precipitation, and dynamical advection. The forced increase in SW heating in the upper troposphere is mainly offset by a decrease in dynamical heating (Figure 3.8a), while the reduction in large-scale precipitation and dynamical heating are almost equally important in balancing out the stronger SW heating in the mid-troposphere (Figure 3.8b). Note that the change in LW radiation is small despite the strong local warming. Further analysis indicates that there is a decrease in the cloud amount at the heating layer. This leads to a decrease in LW emissivity which balances out the higher temperature, and as a result there is only a small change in LW radiation. Below the heating layer, the increase in dynamical heating contributes to a higher temperature, which is damped by decreased convective heating. The large response of dynamical advection compared to other heating sources indicates the change in the large-scale circulation is the main mechanism for reestablishing the atmospheric energy balance under a heating perturbation in the free troposphere.

The energy balance change due to boundary layer BC is very different. The warming at ~900 hPa stabilizes the boundary layer, and thus suppresses turbulent diffusion of sensible heat and shallow convection. As a result, the increased SW absorption in the heating layer is mainly damped by subgrid vertical diffusion and a decrease
in convective heating. Below the heating layer, LW cooling becomes stronger and is balanced by the resulting increase in latent heat release by large-scale condensation. The change in dynamical advection is very small, indicating that boundary layer BC is less capable of altering atmospheric circulation than free tropospheric BC. This is consistent with the result that boundary layer BC does not cause significant changes in zonal wind or baroclinic eddies.

We conclude this section by noting that the heating rate changes caused by LW radiation and latent heat release are closely related to cloud changes. While it is expected that the model simulated extratropical responses are more robust than tropical responses which may be strongly affected by uncertainties in convective parameterizations, we emphasize that it remains to be seen whether other GCMs may yield similar results. In addition BC can also result in changes in clouds through the indirect effect and the cloud-absorption effect (Jacobson, 2012), which are not considered here. These effects are potentially large but uncertain, and inclusion of them would likely quantitatively alter our results.

3.4 Theory

In order to further understand why the temperature response to upper tropospheric BC is much stronger, we examine how the change in dynamical advection due to free tropospheric BC occurs. The advection of sensible heat \((DY)\) can be divided into contributions from the mean meridional circulation and eddies (both stationary and transient):

\[
DY = -\frac{v}{a} \frac{\partial T}{\partial \phi} - \omega \left( \frac{\partial T}{\partial p} - \frac{RT}{C_p p} \right) - \frac{1}{a \cos \phi} \frac{\partial v' T' \cos \phi}{\partial \phi} - \left( \frac{\partial \omega' T'}{\partial p} - \frac{R \omega' T'}{C_p p} \right) .
\]  

(3.1)

Here \(v\) is the meridional wind, \(\omega\) the vertical pressure velocity, \(T\) the temperature; \(a\) is the radius of the Earth, \(\phi\) the latitude, \(p\) the pressure, \(R\) the gas constant,
$C_p$ the specific heat capacity of air. Overbars denote monthly and zonal means, primes deviations thereof. The first and second right-hand-side terms of Eq. (3.1) are the meridional and vertical advection of heat by the mean meridional circulation, respectively. The third and fourth terms are meridional and vertical eddy heat flux convergence, respectively.

Figure 3.9 shows the vertical profiles of changes in different terms of Eq. (3.1) at mid-latitudes due to free tropospheric BC. Note that the explicitly computed $DY$ change agrees approximately with the inferred one in Figure 3.8. It is clear that the response of dynamical advection is dominated by the change in vertical eddy heat flux convergence, which cools the heating layer and warms the atmosphere below. There is also anomalous mean advective warming associated with the weaker Ferrel Cell (Fig. 3.5) in the upper tropospheric BC perturbation case, but the magnitude is much smaller. The change in meridional eddy heat flux convergence is also small. This is because the strongest weakening of the meridional eddy heat flux at the jet core (not shown) leads to an increase (decrease) in the heat flux convergence on the equatorward (poleward) flank of the jet, which cancel out when averaged over mid-latitudes.

In Section 3.3 we have shown the dominant balance between dynamical advection and SW heating. Neglecting the small terms in Eq. (3.1) and using potential temperature ($\theta$) instead of temperature to simplify the equation, we have:

$$\delta \left< \frac{\partial \omega' \theta'}{\partial p} \right> dp \approx \left< Q \right>,$$

where $Q$ is the heating rate by BC-induced SW absorption and the angle brackets denote a horizontal average (mid-latitudes in this study). Integrating from the bottom of the heating layer to the tropopause at mid-latitudes and since the vertical heat
flux at the tropopause is approximately zero, Eq. (3.2) then becomes:

$$\delta \langle \omega' \theta' \rangle_h \approx \{Q\} ,$$  \hspace{1cm} (3.3)

where $$\{Q\} = \int_{p_h}^{p_t} \langle Q \rangle \, dp$$ and subscripts $$h$$ and $$t$$ denote the bottom of the heating layer and the tropopause, respectively. Eq. (3.3) indicates that the weaker vertical eddy heat flux across the heating level acts to balance the anomalous SW heating above it. Note that $$\{Q\}$$ resulting from upper and mid-tropospheric BC are similar.

It is tempting to relate the change in vertical eddy heat flux to the change in static stability as our ultimate goal is to understand the temperature response. In the interior of the extratropical troposphere, the total eddy heat flux is roughly aligned along the mean isentropes [Held and Schneider 1999]. In the pressure coordinate this can be written as:

$$- \frac{\langle \omega' \theta' \rangle_h}{\langle v' \theta' \rangle_h} = \frac{\langle \partial_y \theta \rangle_h}{\langle \partial_p \theta \rangle_h}.$$  \hspace{1cm} (3.4)

The horizontal eddy heat flux can be related to the mean meridional temperature gradient using the eddy diffusivity of heat ($D$); that is, $$\langle v' \theta' \rangle_h = -D \langle \partial_y \theta \rangle_h$$. Therefore Eq. (3.4) can be written as:

$$\langle \omega' \theta' \rangle_h = \frac{D \langle \partial_y \theta \rangle_h^2}{\langle \partial_p \theta \rangle_h}.$$  \hspace{1cm} (3.5)

Since the atmosphere is perturbed by globally uniform BC at a certain level in this study, one would expect the change in meridional temperature gradient ($\langle \partial_y \theta \rangle_h$) is small. It can be seen in Figure 3.1 that the temperature response at mid-latitudes does not has much meridional difference at mid-latitudes. More detailed calculations show that the change in $\langle \partial_y \theta \rangle_h$ due to upper (mid-) tropospheric BC is less than 5% (1%) when averaged over mid-latitudes, despite some spatial variations within the mid-latitudes. If the changes in $D$ is also small, the perturbation of the vertical eddy
heat flux can be approximated as:

\[ \delta \langle \omega' \theta' \rangle_h \approx -D \frac{\langle \partial_y \theta \rangle_h^2}{\langle \partial_p \theta \rangle_h^2} \delta \langle \partial_p \theta \rangle_h = -DI^2 \delta \langle \partial_p \theta \rangle_h, \quad (3.6) \]

where \( I = \frac{\langle \partial_y \theta \rangle_h}{\langle \partial_p \theta \rangle_h} \) is the isentropic slope. We use the change in bulk static stability below the heating level to approximate the stratification change at the heating level; that is, \( \delta \langle \partial_p \theta \rangle_h \approx \delta \langle \theta \rangle_h - \delta \langle \theta \rangle_s \), with the subscript \( s \) denoting the surface. We further neglect the change in surface temperature since SST is fixed; that is, \( \delta \langle \theta \rangle_s = 0 \). Eq. (3.6) then becomes:

\[ \delta \langle \omega' \theta' \rangle_h \approx -DI^2 \frac{\delta \langle \theta \rangle_h}{p_h - p_s}. \quad (3.7) \]

Combining Eq. (3.3) and Eq. (3.7) yields:

\[ \delta \langle \bar{\theta} \rangle_h \approx \{Q\} D^{-1} I^{-2} (p_s - p_h). \quad (3.8) \]

Eq. (3.8) shows that temperature change due to a certain amount of heating is determined by the diffusivity, the isentropic slope, and the pressure difference between the surface and the heating level. Both the diffusivity and the isentropic slope have a vertical structure with lower values at higher altitudes \( \text{Chen and Plumb, 2014} \), while the pressure difference is larger for a forcing at higher altitude. As a result, all three factors contribute to a stronger temperature change due to heating in the upper troposphere.

The above analysis highlights the role of baroclinic eddies in re-establishing atmospheric energy balance at mid-latitudes in the presence of BC-induced SW heating. Since the change in the vertical eddy heat flux tends to diffuse the anomalous heating away from the heating layer, one would expect the warming signal penetrates more to lower troposphere at mid-latitudes in the Northern Hemisphere where eddies are more energetic. This is clearly shown in our AGCM simulated temperature response
To confirm the importance of baroclinic eddies in driving atmospheric response at mid-latitudes, we conduct similar heating experiments with the dry idealized model (Section 2.2). Figure 3.10 compares the temperature changes in the AGCM and in the idealized model, which have qualitatively similar vertical profiles. The magnitude of temperature change increases with height before reaching its maximum at the heating level. The temperature change due to upper tropospheric heating is 2.4 (1.9) times of that due to mid-tropospheric heating in the AGCM (idealized model). In the AGCM the shortwave absorption of BC becomes more effective as BC rises above the reflective cloud layer, and model simulated SW heating due to upper tropospheric BC is larger than that due to mid-tropospheric BC by \( \sim 20\% \) (not shown). If taking into account the vertical variation in heating, the ratio in the idealized model would be about \( 1.9 \times 1.2 = 2.28 \), even closer to the AGCM result.

The similarities between the AGCM and the idealized model demonstrate the dominant role of dry dynamics in determining temperature response at mid-latitudes to anomalous heating in the free troposphere. We also notice some differences between the two models. The maximum warming in the idealized model is larger than that in the AGCM by about a factor of 2, and the warming below the heating level is weaker in the idealized model. The discrepancies indicate the influence of other factors in the AGCM (e.g., convection, radiation, boundary layer processes) on the thermal structure of mid-latitudes and thus the atmospheric response to BC-induced heating.

In deriving Eq. (3.8) we make an important assumption that the change in eddy diffusivity \( (D) \) is small. A constant \( D \) would allow us to avoid much discussion on the specific scaling of diffusivity and temperature gradient and simplify the equations. This may not be a strictly valid assumption since free tropospheric BC has a significant influence on baroclinic eddies (Section 3.2). The above derivation, however, can be generalized to a case in which \( D \) is not a constant. Despite different forms, almost all the scaling relations for \( D \) used in the literature are inversely proportional.
to the $n$th power of the stratification (e.g., Green, 1971; Held and Larichev, 1996; Zurita-Gotor and Vallis, 2010; Jansen and Ferrari, 2013). Thus from Eq. (3.5) we have $\langle \omega^' \theta^' \rangle_h \propto \langle \partial_p \theta \rangle_h^{-(n-1)}$, and Eq. (3.8) still holds except that there is an extra term that is proportional to $\langle \partial_p \theta \rangle_h^{-(n-1)}$ on the right hand side. This will not affect the qualitative conclusion that heating at higher altitudes yields a stronger temperature response.

### 3.5 Discussion and conclusions

The GFDL AM2 is used to examine the extratropical atmospheric-only response to global uniform BC forcings at different altitudes. BC direct and semi-direct effects are considered in our analysis. Free tropospheric BC-induced SW heating warms the troposphere with maximum temperature increase at the heated altitudes. For the same column burden, the temperature change due to upper tropospheric BC is much stronger. The warming signal penetrates to a greater depth at mid-latitudes than in the tropics. As a result, free tropospheric BC stabilizes the mid-latitude atmospheric column and weakens meridional temperature gradient on the equatorward flank of the tropospheric jet. Consistent with the thermal wind relation and the change in the eddy momentum flux, the response of the zonal-mean circulation to upper tropospheric BC features a strong weakening and poleward shift of the jet. Mid-tropospheric BC weakens the jet without significantly shifting its location. Boundary layer BC yields slight warming of the troposphere and has a weak impact on the jet.

Free tropospheric BC results in weaker mean meridional circulation and less energetic baroclinic eddies at mid-latitudes. The weakening of the eddies is characterized by a smaller eddy velocity related to the stronger stratification and a shorter mixing length consistent with the Rhine’s scale. The less energetic eddies result in a reduction in the meridional energy transport by transient eddies, which dominates
the change in total meridional energy transport at mid-latitudes. Similar to the temperature response, the weakening of eddy activities and associated energy transport due to upper tropospheric BC is much stronger than that due to mid-tropospheric BC. Boundary layer BC does not have a strong influence on the mean circulation and baroclinic eddies.

An investigation of changes in heating rates at mid-latitudes helps explain the altitude dependence of the temperature response to BC-induced heating, which is key to understand the response of extratropical circulation. A large fraction of the BC-induced boundary layer SW heating is damped by vertical diffusion of sensible heat. As a result, boundary layer BC only causes a small temperature change and does not effectively alter the large-scale circulation. BC-induced free tropospheric SW heating causes a strong change in the vertical profile of dynamical heating, which is dominated by the change in vertical eddy heat flux convergence. There is a reduction in vertical eddy heat transport to the heating level, which balances the BC-induced local SW heating and warms the atmosphere below the heating layer. Upper tropospheric BC results in a stronger temperature response since the eddy diffusivity and the isentrope slope decrease with height and the increase in stratification extends to higher altitudes. Similar results are found when using a dry idealized model, which further highlights the importance of dry dynamics in driving the temperature change at mid-latitudes. Other factors, such as moisture and radiation, also affect the extratropical response, but their impacts are secondary.

The strong atmospheric-only response at mid-latitudes suggests that BC is capable of altering weather pattern, as the underlying dynamics involved operate on synoptic time-scales. Our results suggest that BC may also modulate extratropical cyclones and affect mid-latitude extreme weather. Preliminary results (not shown) indicate that upper tropospheric BC leads to increases in light precipitation frequency and decreases in moderate to heavy precipitation frequency over the storm track re-
gions, and reduces total precipitation by $\sim 20\%$. Mid-tropospheric BC yields similar but weaker changes in precipitation extremes. The decreases in mid-latitude extreme precipitation due to free tropospheric BC is consistent with weaker baroclinic eddies. Since BC is mainly removed from the atmosphere through wet scavenging, the decrease in precipitation may further amplify the circulation response when BC concentration is interactive with atmospheric circulation rather than prescribed, as in this study.

The regional perturbation experiments suggest that the atmospheric response to BC is mostly local and linearly additive, and the extratropical response examined in this study is ascribed mainly to mid-latitude BC. Thus, the results presented here have important implications for understanding the climate impacts of realistic BC, which concentrates at mid-latitude industrial regions in the Northern Hemisphere. The strong altitude-dependence of BC-induced response indicates that BC at higher altitudes, albeit less abundant, may still have large impacts on climate. This highlights the importance of better constraining the spatial distribution of BC concentration, which is currently uncertain across global models and observations (Koch et al., 2009; Bond et al., 2013). In general model simulated BC has a high bias in the upper troposphere (Allen and Landuyt, 2014), therefore it is likely that the BC-induced atmospheric responses presented here are overestimated in current models.
Figure 3.1: Changes in (left) zonal mean temperature and (right) zonal wind resulting from BC at $\sigma =$ (a),(d) 0.38, (b),(e) 0.60, and (c),(f) 0.90 (bottom). The black contour lines denote the climatological mean in the control run. The hatching represents significance at the 0.05 level.
Figure 3.2: Changes in zonal mean eddy momentum flux resulting from BC at $\sigma = 0.38$. The black contour lines denote the climatological mean in the control run. The hatching represents significance at the 0.05 level.
Figure 3.3: Changes in (left) zonal mean temperature and (right) zonal wind resulting from BC in the (a),(d) tropics (30°S-30°N), (b),(e) mid-latitudes (30°-60°N and 30°-60°S), and (c),(f) high latitudes (60°-90°N and 60°-90°N) at $\sigma = 0.38$. The black contour lines denote the climatological mean in the control run. The hatching represents significance at the 0.05 level.
Figure 3.4: Changes in zonal mean eddy momentum flux resulting from BC in the (a) tropics, (b) mid-latitudes, and (c) high latitudes (bottom) at $\sigma = 0.38$. The black contour lines denote the climatological mean in the control run. The hatching represents significance at the 0.05 level.
Figure 3.5: Changes in meridional streamfunction resulting from BC at $\sigma = (a) 0.38$, (b) 0.60, and (c) 0.90. The black contour lines denote the climatological mean in the control run. Positive values indicate clockwise motion and negative values indicate counterclockwise motion. The hatching represents significance at the 0.05 level.
Figure 3.6: Changes in northward energy flux (red solid) and contributions from the mean meridional circulation (black solid), stationary eddies (black dashed), and transient eddies (black dotted) resulting from BC at $\sigma = (a) 0.38$, (b) 0.60, and (c) 0.90. Note that the y-axis scale is different in (a), (b) and (c).
Figure 3.7: Changes in (left) northward energy flux by transient eddy and (right) eddy kinetic energy resulting from BC at $\sigma = (a),(d)$ 0.38, (b),(e) 0.60, and (c),(f) 0.90. The black contour lines denote the climatological mean in the control run. The hatching represents significance at the 0.05 level.
Figure 3.8: Changes in mid-latitude heating rates caused by shortwave (SW) and longwave (LW) radiation, latent heat release by convective (CV) and large-scale (LS) cloud formation, subgrid vertical diffusion (VD), and dynamical advection (DY) resulting from BC at $\sigma = (a) \ 0.38$, (b) 0.60, and (c) 0.90.

Figure 3.9: Changes in mid-latitude adiabatic heating rates averaged at mid-latitudes resulting from BC at $\sigma = (a) \ 0.38$ and (b) 0.60. Solid lines represent changes in the meridional (black) and vertical (red) advection of heat by the mean meridional circulation. Dashed lines represent changes in meridional (black) and vertical (red) eddy heat flux convergence.
Figure 3.10: Vertical profiles of temperature changes at mid-latitudes resulting from (a) BC at $\sigma = 0.38$ (red) and $\sigma = 0.60$ (green) in AM2 and (b) heating at $\sigma = 0.38$ (red) and $\sigma = 0.58$ (green) in the idealized model.
Chapter 4

Nonlinear boreal winter tropical circulation response to greenhouse gas and aerosol forcing

4.1 Introduction

Greenhouse gases (GHGs) and aerosols are the two most important anthropogenic forcing agents of the Earth’s climate system. Globally, anthropogenic aerosols partly offset the warming due to GHGs by scattering solar radiation and interacting with clouds. The effects of anthropogenic aerosols on the atmospheric circulation are nearly opposite to the GHG-induced changes. More specifically, the atmospheric response to GHGs is characterized by a weakening of the tropical circulation (Vecchi and Soden, 2007), an expansion of the Hadley cell (Lu et al., 2007), and a poleward shift of the subtropical jets and midlatitude storm tracks (Yin, 2005; Lorenz and DeWeaver, 2007). On the other hand, scattering aerosols result in a strengthening (weakening) of the Hadley circulation during boreal winter (summer) (Allen and Sherwood, 2011).
Ming and Ramaswamy (2011), Ming et al. (2011), a southward shift of the Intertropical Convergence Zone (ITCZ), and an equatorward shift of the jets.

Since the climate impacts of GHGs and aerosols generally differ in sign, an important issue is whether the combined effect is simply the linear sum of individual effects. Several previous studies have suggested that this may not be the case at either global or regional scales. For instance, the increase in global mean temperature resulting from combined GHG and aerosol forcing appears to be smaller than that obtained by adding the individual responses (Feichter et al. 2004; Ming and Ramaswamy 2009). The nonlinear thermal response is stronger in the Northern Hemisphere (NH) than in the Southern Hemisphere (SH), consistent with the hemispherically asymmetric distribution of aerosols (Ming and Ramaswamy 2009). Ming et al. (2011) showed that changes in the wintertime subtropical jet and extratropical tropopause height in the NH in response to GHGs and aerosols deviate significantly from the linear sum, indicating that there is substantial nonlinearity in the atmospheric circulation response.

Despite these early attempts, the nonlinearity in the climate response to GHGs and aerosols has not been studied systematically and is often neglected in climate change attribution studies. It is not clear whether the nonlinear effect is robust across different models. Additionally, the climate effects of aerosols is further complicated by the uncertain spatial distribution and aerosol-cloud interactions.

In this study we seek to add clarity to this issue by investigating the nonlinearity in climate impacts of idealized forcings. We analyze the atmospheric responses to a doubling of CO$_2$ and a zonally symmetric perturbation to incoming solar radiation that mimics the idealized radiative effect of scattering aerosols. We focus on the boreal winter season when the atmospheric circulation trend is greatest in model simulations and observations (Deser and Phillips 2009).
4.2 Method

4.2.1 Solar forcing perturbation

The approach we use to perturb solar forcing follows Clark et al. (2018), with modifications to take into account the seasonal cycle as described below. The climatological annual-mean insolation \( S \) as a function of latitude \( \theta \) is given by

\[
S(\theta) = \alpha(\theta) S_0,  \tag{4.1}
\]

where \( \alpha \) is a normalization function and \( S_0 \) is the solar constant. We modify the solar radiation in such a way that the perturbed annual and zonal-mean insolation is given by

\[
S'(\theta) = \alpha(\theta) (S_0 + \frac{\delta S(\theta)}{\alpha(\theta)}) = S(\theta) + \delta S(\theta),  \tag{4.2}
\]

where \( \delta S(\theta) \) is a zonally symmetric and time-independent insolation perturbation that has a Gaussian shape:

\[
\delta S(\theta) = -\frac{M}{M_0} \exp \left[ -\frac{(\theta - \theta_c)^2}{2\sigma} \right].  \tag{4.3}
\]

Here \( M \) is the magnitude of the global mean downward top-of-atmosphere solar forcing, \( \theta_c \) is the latitude of the center of the forcing and \( \sigma \) controls the width of the forcing. \( M_0 \) is a normalization parameter:

\[
M_0 = \frac{1}{2} \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \exp \left[ -\frac{(\theta - \theta_c)^2}{2\sigma} \right] \cos \theta d\theta.  \tag{4.4}
\]

In this study \( \theta_c \) and \( \sigma \) are chosen such that the latitudinal structure of solar forcing is similar to that of realistic aerosol forcing, as discussed in Section 4.2.2.
4.2.2 Model description and experimental design

In this study we use the Geophysical Fluid Dynamics Laboratory (GFDL) Atmospheric Model version 2 (AM2) coupled to a slab ocean. The configuration and performance of the atmospheric model and the slab ocean model are described by GFDL GAMDT (2004) and Stouffer et al. (2006), respectively; here we describe briefly the features most relevant to this study. AM2 uses a finite volume dynamical core with a horizontal resolution of about $2^\circ \times 2.5^\circ$ and has 24 hybrid vertical levels from the surface to 3 hPa. The shortwave and longwave radiation algorithms follow Freidenreich and Ramaswamy (1999) and Schwarzkopf and Ramaswamy (1999), respectively, with modifications as described in GFDL GAMDT (2004). The model uses the relaxed Arakawa–Schubert (RAS) convective parameterization, which represents moist convection as multiple entraining plumes that produce precipitation (Moorthi and Suarez, 1992). Stratiform clouds are represented following Tiedtke (1993), with modifications as described in Anderson et al. (2004). Cloud microphysics is parameterized based on Rotstain (1997) and Rotstain et al. (2000). Convective planetary boundary layers are parameterized using a K-profile scheme based on Lock et al. (2000). For stable layers, conventional stability functions dependent on the Richardson number are used. Monthly mean abundances of tropospheric aerosols and ozone are prescribed from offline simulations using a chemical transport model driven by general circulation model simulated meteorological fields (Horowitz, 2006). The atmospheric model is coupled to a mixed-layer ocean with a uniform depth of 50 m. Oceanic heat transport is accomplished using heat flux adjustment and is assumed to be constant under climate change. The model has been used to study the climate response to GHGs and aerosols (e.g., Ming and Ramaswamy, 2009; Ming et al., 2011).

The control simulation (CONT) is forced by present-day (1990) GHG and aerosol concentrations. We perturb the control run by a doubling of CO$_2$ (CO$_2$). For the solar forcing experiments (SOLAR) we follow the approach described in Section 4.2.1.
to impose a solar forcing with $\theta_c$ set to 20°N and $\sigma$ set to 17.47° (Fig. 4.1a). We systematically vary the strength of the downward top-of-atmosphere solar forcing in a series of 7 experiments ($M = 2.5, 3.0, 3.5, 4.0, 4.5, 5.0, 5.5$). Figure 4.1b shows the latitudinal structure of wintertime (December-February, DJF) zonal-mean radiative forcing from a sample solar forcing experiment ($M = 4$), which is generally similar to that of realistic aerosol forcing. To investigate the nonlinearity in the climate response we run another series of 7 experiments with the same solar forcing perturbation as well as a doubling of CO$_2$ (CO$_2$+SOLAR). The nonlinearity in the response of a given climate variable ($X$) is defined as:

$$\delta X_{\text{nonlinear}} = \delta X_{\text{CO}_2+\text{SOLAR}} - \delta X_{\text{CO}_2} - \delta X_{\text{SOLAR}},$$

(4.5)

where the subscript at the right hand side of Eq. (4.5) denotes the experiment that $\delta X$ is derived from (as the difference between that experiment and CONT).

### 4.3 Results

Figure 4.2 shows the responses of zonal-mean temperature and zonal wind to a doubling of CO$_2$, a reduction in solar forcing ($M = 4.0$), and the combined forcings. The temperature response to CO$_2$ shows amplified warming in the tropical upper troposphere and near the surface at NH high latitudes, as well as cooling in the stratosphere. Similar to previous studies, CO$_2$ weakens (strengthens) the zonal wind at the equatorward (poleward) flank of the jet, resulting in a poleward shift of the jet in both hemispheres. The zonal-mean changes in temperature and zonal wind due to the reduction in solar forcing resemble the aerosol-induced changes (e.g., Ming et al. 2011). The cooling at NH midlatitudes strengthens (weakens) the meridional temperature gradient at the equatorward (poleward) flank of the jet, and as a result the jet shifts equatorward via the thermal-wind relationship. The key features of
the temperature response to combined CO₂ and solar forcing (Fig. 4.2c) in the low and high latitudes are similar to the CO₂-induced change, while the CO₂-induced warming in the NH midlatitudes is largely offset by cooling due to the reduction in solar forcing. The zonal wind response (Fig. 4.2g) to the combined forcing is dominated in the troposphere by solar forcing and is characterized by a strengthening and equatorward shift of the jet.

The spatial structure of the simulated responses of temperature and zonal wind to combined CO₂ and solar forcing is similar to the linear sum of the individual responses, but the magnitude of the responses is different in the NH (Figs. 4.2d and 4.2h). The warming at NH midlatitudes resulting from the combined forcing is weaker than the summed responses throughout the troposphere. The linear assumption overestimates the temperature response by about 0.3 K at NH midlatitude surface. Consistent with the temperature change, the strengthening of the jet resulting from the combined forcing is much stronger than the linear sum of individual responses. The nonlinearity in zonal wind anomalies at the jet core is about 2 m s⁻¹, one third of the zonal wind change in the combined forcing experiment. The nonlinearity in zonal-mean temperature and zonal wind responses is similar to that found by Ming et al. (2011), who used realistic greenhouse gas and aerosol concentrations. This indicates that the nonlinearity in the climate response to greenhouse gases and aerosols does not dramatically depend on the zonal asymmetry in the aerosol forcing.

Figure 4.3 shows the responses of the meridional streamfunction to a doubling of CO₂, a reduction in solar forcing (M = 4.0), and the combined forcing. During the wintertime the tropical mean meridional circulation is dominated by a cross-equatorial Hadley cell with northward upper-level flow, transporting energy from the warmer SH to the NH. As shown in previous studies, CO₂ results in a weakening and expansion of the Hadley cell. The tropical precipitation response to CO₂ is characterized by an overall increase between the equator and 10° and a slight decrease
in the subtropics (Fig. 4.4), while the effect of CO\(_2\) on the location of the ITCZ is small. Solar forcing strengthens the cross-equatorial Hadley cell by cooling the NH and thus resulting in a substantial hemispheric asymmetry. There is an increase (decrease) in precipitation to the south (north) of the equator, indicating a southward shift of the ITCZ (Fig. 4.4). The overall structure of Hadley cell and precipitation responses to the combined forcing is dominated by solar forcing. The strengthening of the Hadley cell resulting from the combined forcing has a larger amplitude than the linear sum of individual responses, especially at the rising branch of the Hadley cell. Compared with the linear sum of precipitation changes, the response to the combined forcing show enhanced (reduced) precipitation to the south (north) of the equator, consistent with the stronger upward motion at and to the south of the equator (Fig. 4.3d). The nonlinearity in precipitation response is substantial near 10°, where CO\(_2\) tends to amplify the response to solar forcing rather than mitigating it, as suggested by the linear sum of the individual responses.

The nonlinearity in the response of the Hadley cell can be explained by the nonlinearity in temperature response, since the cooler NH in the combined forcing experiment requires larger energy transport from the SH to the NH. In our experiments the change in the efficiency of meridional energy transport by Hadley cell (referred to as the gross moist stability) is roughly linear (not shown), therefore the larger interhemispheric energy transport can only be accomplished by stronger mass flux. Figure 4.5 compares the nonlinearity in mass flux changes at the equator with the hemispheric asymmetry in lower troposphere (850 hPa) temperature. The mass flux is defined as

\[
\psi_{eq} = 2\pi a \int_0^{p_m} v dp/g,
\]

where \(v\) is the time- and zonal-mean meridional wind and \(a\) the Earth’s radius. For simplicity \(p_m\) is fixed as the pressure at a midtropospheric level (\(\sigma = 0.38\)). The results are nearly identical if we use the level where the vertically integrated mass flux attains its maximum magnitude as \(p_m\). It is clear from Figure 4.5 that the change in the mass flux resulting from the combined forcing is stronger
than the linear sum of individual changes in almost all experiments, and the mass flux response is closely associated with the response of hemispheric asymmetry in temperature.

The nonlinearity in temperature response is a robust feature throughout the year and increases with the magnitude of the solar forcing perturbation, as shown in Figure 4.6a-4.6c. In all experiments, the nonlinear component of the temperature response is negative in NH but positive in SH, while the nonlinearity in the global mean temperature response is less than 5% in general. This indicates that when CO₂ concentration is doubled, the climatologically cooler NH (resulting from a reduction in solar forcing) warms less than the SH. Similar results are also found in aquaplanet simulations (Seo et al., 2017), indicating that the difference in lower boundary condition (e.g., land-sea distribution and sea ice) between the two hemispheres does not play an important role. Previous studies have shown that the radiative forcing of CO₂ is dependent on the atmospheric state (Huang et al., 2016; Merlis, 2015). However, one would expect the CO₂ forcing in the warmer and wetter SH to be smaller than in the NH due to the masking effect of deep convective clouds and water vapor (Huang et al., 2016), and as a result the nonlinear temperature response cannot be attributed to the inhomogeneity in CO₂ forcing. Figure 4.6d-4.6f shows that the nonlinearity may arise from the hemispheric asymmetry in cloud feedbacks. The nonlinearity in changes in the cloud radiative effect is generally positive in the SH and deep tropics but negative in the NH subtropics and midlatitudes, resulting in hemispherically asymmetric thermal responses. Further calculations suggest that the nonlinear cloud radiative effect can be ascribed mostly to shortwave effects everywhere except in the deep tropics. The nonlinear cloud response is strongest during the summer (June-August, JJA), which can affect the wintertime temperature response due to the memory provided by the slab ocean.
An inspection of the low cloud and liquid water path responses sheds light on the cause of the nonlinearity. Fig. 4.7 shows the nonlinearity in the response of low cloud amount. The nonlinear component of annual mean low cloud amount shows a clear hemispheric asymmetry with negative peaks in the SH tropics and midlatitudes but near zero or positive values in the NH midlatitudes, leading to more warming in the SH than in the NH. The nonlinearity in low cloud changes has some seasonality and is stronger in summer than in winter, but in general the latitudinal structure in both seasons follows that in the annual mean response. The nonlinearity in the response of liquid water path is generally positive at NH midlatitudes, especially in JJA (not shown). The stronger liquid water path results in larger cloud optical depth and thus stronger shortwave reflection, which is consistent with the nonlinear temperature response in the NH.

4.4 Discussion and conclusions

The climate response to a doubling of CO$_2$ and a hemispheric asymmetric solar forcing perturbation, which coarsely represents the effect of scattering aerosols, shows substantial nonlinearity. The linear sum of individual responses generally overestimates (underestimates) warming over the NH (SH) resulting from the combined CO$_2$ and solar forcing. Consistent with the nonlinear temperature response, the linear sum underestimates the acceleration of zonal wind at the equatorward flank of the NH jet as well as the strengthening of the cross-equatorial Hadley cell during the boreal winter. The solar forcing perturbation in this study is zonally symmetric, indicating that the nonlinearity in the climate response to GHGs and aerosols found in previous studies is a robust feature and does not depend on the spatial structure of aerosol forcing, which is uncertain and different across models.
The nonlinear temperature response mainly arises from cloud feedbacks. Preliminary results indicate that both low cloud amount feedback and cloud optical depth feedback play a role in causing the nonlinearity. Since large uncertainty remains in convection schemes and cloud parameterizations in current models, the robustness of the cloud response warrants further investigation. Nevertheless, this study highlights the importance of accounting for the nonlinearity when attributing climate change to specific forcings, especially at regional scales.
Figure 4.1: (a) Normalized annual mean perturbation to incoming solar radiation ($M = 1.0$). (b) DJF mean radiative forcing of solar radiation perturbation (red, $M = 4.0$) and anthropogenic aerosols (black, derived from the experiments in Ming and Ramaswamy (2009)). The radiative forcing is normalized to a global mean of 1 W m$^{-2}$. 
Figure 4.2: Changes in DJF zonal-mean (left) temperature (K) and (right) zonal wind (m s$^{-1}$) resulting from (a,e) a doubling of CO$_2$, (b,f) a reduction in solar forcing ($M = 4.0$), and (c,g) the combined forcing. Nonlinearity in the responses of zonal mean (d) temperature and (h) zonal wind is also shown. The black contours denote the climatological mean from the control run.
Figure 4.3: Changes in DJF mean meridional streamfunction (m² s⁻¹) resulting from (a) a doubling of CO₂, (b) a reduction in solar forcing (M = 4.0), and (c) the combined forcing. (d) Nonlinearity in the response of meridional streamfunction. The black contours denote the climatological mean from the control run.
Figure 4.4: Changes in DJF zonal-mean precipitation resulting from a doubling of CO$_2$ (blue), a reduction in solar forcing ($M = 4.0$, red), and the combined forcing (black). The grey line represents the linear sum of precipitation changes.

Figure 4.5: The relationship between the nonlinearity in mass flux change at the equator and hemispheric difference ($0^\circ$-45$^\circ$N average minus 0$^\circ$-45$^\circ$S average) in 850 hPa temperature. Positive mass flux indicates a northward upper level flow.
Figure 4.6: Nonlinearity in (a,d) DJF, (b,e) JJA, and (c,f) annual mean responses in (left) 850 hPa temperature and (right) cloud radiative effects.
Figure 4.7: Nonlinearity in (a) DJF, (b) JJA, and (c) annual mean responses in low cloud amount.
Chapter 5

Constraining aerosol forcing from land surface air temperature records

5.1 Introduction

The global land surface air temperature (LSAT) has increased markedly since the 1970s (Compo et al., 2013; Hartmann et al., 2013), and there is growing evidence that anthropogenic forcing has made a substantial contribution to this warming (Bindoff et al., 2013a). The response of land temperature (L) to forcing agents (F) can be approximated as a combination of a fast and a slow component:

\[
\delta L = \left( \frac{\partial L}{\partial F} \bigg|_O + \frac{\partial L}{\partial O} \bigg|_F \frac{\delta O}{\delta F} \right) \delta F. \tag{5.1}
\]

The first term in the bracket on the right-hand side of Eq. 5.1 represents the atmospheric-land-only adjustment that is due directly to the forcing, and the second term represents the slow response that is mediated through changes in the ocean state (O). The fast and slow components are simultaneously present in coupled atmosphere-
ocean general circulation models (CGCMs), principal tools used for understanding the influence of anthropogenic forcing on land temperature (Zhang et al., 2006; Jones et al., 2008; Christidis et al., 2010; Knutson et al., 2013). The slow component contains much of the uncertainty in climate sensitivity and is where the forced signals are mixed most strongly with natural variability, which limits the robustness of CGCM results (Shin and Sardeshmukh, 2011; Knutson et al., 2013; Deser et al., 2014).

Atmospheric general circulation models (AGCMs) forced by observed ocean boundary conditions [sea surface temperatures and sea ice concentrations] can be used to separate the fast and slow components of climate response to forcing. The AGCM configuration is well-established and used in the Atmospheric Model Intercomparison Project (AMIP) (Gates et al., 1999). By specifying the ocean state according to observations, one avoids the large uncertainty in climate sensitivity and low-frequency internal variability of the ocean and thus reduces the noise. AGCMs have been used to understand the mechanism of changes in the atmospheric circulation and the hydrological cycle (Deser and Phillips, 2009; Bichet et al., 2011; Bony et al., 2013). This approach, however, has received little attention in the analysis of land temperature since it is generally believed that the ocean state has a strong influence on climate change over land (Compo and Sardeshmukh, 2009; Dommenget, 2009). Some few studies have suggested that the direct (fast) response of global or Northern Hemisphere mean land temperature to anthropogenic forcing is significant (Folland et al., 1998; Andrews, 2014; Paynter and Frölicher, 2015), although an early attempt has shown the anthropogenic signal is not detectable in the spatial pattern of land temperature change over the last half of the 20th century (Sexton et al., 2001). Here we probe the fast component of land warming in recent decades and show that the anthropogenic signal on land temperature change may already emerge from the noise at continental and subcontinental scales. We further isolate the fast
response to aerosols and show that it is helpful for reducing the uncertainty range of aerosol forcing.

5.2 Methods

5.2.1 Climate data and climate model simulations

We use observed LSAT from the Berkeley Earth Surface Temperatures (BEST), an interpolated dataset based on many preexisting surface air temperature records (Rohde et al., 2013b,a). We compare observations with three sets of historical simulations (1870-2015), each using two Geophysical Fluid Dynamics Laboratory atmospheric model AM2 and AM3. As in AMIP protocols, all simulations use prescribed monthly sea surface temperatures and sea ice concentrations consistent with observations (Taylor et al., 2000). The “ALL_F” experiments follow the AMIP protocol and is forced by the historical radiative forcings of CMIP5 (Taylor et al., 2012) for 1870-2005 extended using Representative Concentration Pathway 4.5 for 2006-2015. The forcings include GHGs, ozone, aerosols, solar forcing, and land use. To separate the fast and slow components, we carry out a set of experiments (NO_F) with all forcing agents held fixed at preindustrial (1860) levels. To isolate the fast response to aerosols, we carry out a third set of experiments (NO_AERO) in which anthropogenic aerosols are fixed at preindustrial levels, while the other forcings evolve in time as in the “ALL_F” experiments. Each experiment consist of five ensemble members of each model to remove effects of internal atmospheric variability.

AM2 uses a finite volume, latitude-longitude dynamic core with a horizontal resolution of $\sim 2^\circ \times 2.5^\circ$ and 24 vertical levels from the surface to $\sim 3$ hPa. The shortwave and longwave radiation algorithms are as described in Freidenreich et al. (1999) and Schwarzkopf et al. (1999). Moist convection is parameterized using the relaxed Arakawa-Schubert convection scheme (Moorthi and Suarez, 1992). Stratiform clouds
are prognosed based on Tiedtke (1993), and cloud microphysics are parameterized following Rotstayn (1997) and Rotstayn et al. (2000). Convective planetary boundary layers are parameterized based on Lock et al. (2000), and conventional stability functions dependent on the Richardson number are used for stable layers. Ozone and aerosol concentrations are prescribed in AM2, and only the direct and semi-direct effects of aerosols is included. AM3 uses a cubed-sphere implementation of the finite-volume dynamical core, and has a horizontal resolution of ∼200 km with 48 vertical layers from the surface to ∼1 Pa. Relative to AM2, AM3 includes new parameterizations of deep and shallow cumulus convection (Donner et al., 2001; Bretherton and McCaa, 2004) and a physically-based representation of cloud droplet activation by aerosols (Ming et al., 2007). Subgrid variability of vertical velocities in stratiform clouds is parameterized for droplet activation (Golaz et al., 2011). Ozone and aerosols are simulated interactively based on their emission, chemical production, transport, and dry and wet removal. The treatment of aerosol forcing in AM3 differs significantly from that in AM2, in that AM3 includes direct, semi-direct and indirect effects of aerosols and treats sulfate and hydrophilic black carbon as internally mixed (for radiation). The configurations and performances of AM2 and AM3 have been documented in detail in GAMDT (2004) and Donner et al. (2011), respectively.

5.2.2 Statistical analysis

In this paper the LSAT change in recent decades is defined as the 2001-15 average minus the 1961-80 average. The Student’s t-test is applied to assess the statistical significance and confidence interval of the observed record and ensemble means. The t-statistic is calculated as:

\[ t = \frac{\bar{X}_1 - \bar{X}_2}{S_p \sqrt{\frac{1}{n_1} + \frac{1}{n_2}}} \]
where $X_i$ is the mean LSAT and $n_i$ is the number of years, where subscripts $i = 1$ and 2 denote the time periods 1961-80 and 2001-15, respectively. $S_p$ is the pooled estimate of the standard deviation:

$$S_p = \sqrt{\frac{(n_1 - 1)S_1^2 + (n_2 - 1)S_2^2}{n_1 + n_2 - 1}}, \quad (5.2)$$

where $S^2$ is the unbiased estimate of the variance of LSAT. The degree of freedom of the t-test is $n_1 + n_2 - 2$.

A linear contrast test (von Storch and Zwiers, 1999) is conducted for the statistical significance of the difference in LSAT change between observations and ensemble means. In the contrast test, the F-statistic is calculated as:

$$F = \frac{\overline{X}_4 - \overline{X}_3 - (\overline{X}_2 - \overline{X}_1)}{MSW \sqrt{\frac{1}{n_1} + \frac{1}{n_2} + \frac{1}{n_3} + \frac{1}{n_4}}}, \quad (5.3)$$

where $X_1$ and $X_2$ are the 1961-80 and 2001-15 average LSAT from observations, respectively, and $X_3$ and $X_4$ are the 1961-80 and 2001-15 average LSAT from simulations, respectively. MSW is the within mean square error from the one-way analysis of variance (ANOVA) of the four groups of LSAT, and $n_i$ are the number of years in each group ($n_1 = 20$, $n_2 = 15$, $n_3 = 20$, $n_4 = 15$). The calculated F-statistic is then compared with the F distribution with $(1, n_1 + n_2 + n_3 + n_4 - 4)$ degrees of freedom.

### 5.3 Results

Fig. 5.1 compares observed and simulated LSAT over Northern Hemisphere (NH) land in summer and autumn (June to November, JJASON). We focus on these two seasons to avoid the large internal atmospheric variability in winter and spring (Wallace et al., 2012). Observed LSAT shows a clear warming trend since 1980 as well as significant interannual variations, including warming following El Niño events and
cooling following La Niña events and major volcanic eruptions. While NO_F generally captures the warming trend of NH land and most of the interannual variations, it does not show enough warming in recent decades, with clear departures from observations after about 2000. Recent LSAT changes (defined as the 2001-15 average minus the 1961-80 average) over NH from individual ensemble members are shown Fig. 5.2a. None of the individual AM2 or AM3 ensemble members in NO_F can reproduce the observed warming. On average the recent land warming in NO_F is 79% of that in observations (Table 5.1). Hence, assuming the land temperature response to oceanic warming and forcing agents are linearly additive, 21% of the recent warming over NH land can be identified as due to the fast response. The observed NH warming in recent decades is reproduced by the GFDL AGCMs when anthropogenic aerosols are excluded (NO_AERO) (Fig. 5.1b and Table 5.1), suggesting that the fast response to aerosols is small. Since the natural forcing and the forcing due to land-use change are small over the past half century (Skeie et al., 2011; Myhre et al., 2013), the fast response is dominated by an increase in GHGs. The simulated recent NH warming with all forcing agents (ALL_F) is not significantly different from that in NO_AERO or observations (Fig. 5.1c and Table 5.1).

The observed land warming is nearly ubiquitous in the NH (Fig. 5.3a). The difference between NO_F simulated and observed LSAT change is significant over most of the NH land (Figs. 5.3b and 5.3c) and shows distinct spatial patterns. NO_F does not show enough warming in a number of regions including Europe, North Africa, and northern Asia. On the contrary, in some regions such as East Asia and South Asia the warming in NO_F is consistent with or even stronger than that in observations. Figs. 5.2b and 5.2c show observed and model simulated LSAT change in recent years over Europe (38°-66° N, 10° W-50° E) and Asia (8°-38° N, 70°-123° E), respectively. In both AM2 and AM3, recent warming over Europe is underestimated by ∼50% in NO_F (Fig. 5.2b and Table 5.1). Thus the fast component of recent European
warming is comparable to the slow component and cannot be neglected. On the other hand, the difference in LSAT change over Asia between NO_F simulations and observations is not statistically significant (Fig. 5.2c and Table 5.1), indicating that the fast component of recent Asian land warming is small.

In recent decades there have been regional shifts in the global distribution of SO₂ emission, the main source of sulfate aerosols. Anthropogenic SO₂ emissions have declined steadily in Europe since the 1970s as a result of efforts to improve air quality, while emissions in Asia, especially China and India, have been increased substantially (Smith et al., 2011). The fast response to aerosols becomes evident when examining LSAT changes on subcontinental scales. A clear contrast between Europe and Asia is evident in the difference between NO_AERO and observations (Figs. 5.3d and 5.3e). Recent European warming is underestimated by ~30% in NO_AERO (Fig. 5.2b and Table 1), indicating that the fast response to aerosols contributes to more than half of the total fast response (~50%). In contrast, NO_AERO shows more warming over Asia in both AM2 and AM3 (Fig. 5.2c and Table 5.1). It is encouraging to see the similarity in NO_AERO simulated LSAT changes between AM2 and AM3, given the large differences in the representation of physical processes between the two models. If the oceanic influence on land warming (the slow response) and the fast response to non-aerosol forcing are robust across models, one can subtract them from observations to derive the fast response to aerosols. It is promising that the empirically inferred fast aerosol effect on temperature over Europe (warming) and Asia (cooling) from the 1970s to the present is consistent in sign with the opposite emission trends in Europe and Asia over this time period.

These AGCM simulations can be used to explore which set of assumptions about aerosol forcing best fits the observations. Several improvements have been made in the representation of aerosol physics between AM2 and AM3. In AM2 aerosol concentrations are prescribed as monthly means and no indirect effects are included,
while AM3 includes interactive aerosols and aerosol indirect effects. Also, sulfate
and hydrophilic black carbon are assumed to be internally mixed (for radiation) in
AM3, but externally mixed in AM2. The resulting negative radiative forcing from
aerosols in source regions in AM3 is much stronger than that in AM2 (Fig. 5.4). In
general the model simulated land warming is closer to observations in ALL_F than in
NO_F or NO_AERO (Figs. 5.3e and 5.3f). Including anthropogenic aerosols results
in stronger model simulated warming over Europe in recent decades and a better
agreement with observations (Fig. 5.2b and Table 5.1). While the ensemble mean
of AM3 is closer to observations than AM2, the observed LSAT change falls within
the range of ALL_F ensemble members in both two models. Larger differences are
found in the fast response to aerosols in Asia between the two models (Fig. 5.2c and
Table 5.1). Including time-varying aerosols reduces the warming over Asia in recent
decades in AM3, however it has hardly any effect on LSAT change over Asia in AM2.
As a result, while AM3 all-forcing runs and observations are in fairly good agreement,
all AM2 ensemble members overestimate the recent warming in Asia. The difference
in aerosol forcing between AM2 and AM3 may explain the difference in the ALL_F
simulated LSAT change over Asia, and to a lesser extent, Europe. The present-day
(2001-15 average) aerosol effective radiative forcing (defined as the change in net top-
of-atmosphere downward radiative flux after allowing for rapid adjustments) relative
to pre-industrial (1860) is -0.3 W m$^{-2}$ and -1.8 W m$^{-2}$ in AM2 and AM3, respectively,
which are both near the ends of the range in IPCC AR5 (-1.9 to -0.1 W m$^{-2}$) (Myhre
et al., 2013). The fact that the AM3 simulated spatial pattern of recent LSAT changes
using the AMIP framework fits the observed record better suggests that the stronger
(more negative) aerosol forcing may be more realistic. On the other hand, the global
mean aerosol radiation forcing change in recent decades is small in both AM2 and
AM3 since the opposite trends in emissions in Europe and Asia nearly balance each
other. As a result the recent changes in total anthropogenic forcing are dominated
by the less uncertain GHGs, and both AM2 and AM3 ALL\textsubscript{F} simulations reproduce recent changes in NH mean LSAT (Fig. 5.1).

### 5.4 Discussion and conclusions

Understanding the anthropogenic influence on regional climate change is important for policy making and adaption planning. The ability of the traditional method based on coupled climate models in attribution studies is limited by the strong influence of natural variability. Here we use AGCMs to investigate the fast component of the anthropogenic influence on regional temperature change. Although this fast component of the anthropogenic warming is often thought of as small, we find that it is detectable in the observed warming of Northern Hemisphere land in recent decades. We suggest that the fast response to aerosol forcing can be separated from that of other forcings when focusing on the surface temperature change on subcontinental scales.

Despite an improved understanding of aerosol processes and more observations of aerosol properties in recent years, uncertainties in the radiative effects of aerosols remain the dominant contributor to the overall uncertainty in anthropogenic forcing, and thus the response of the climate system (Boucher et al., 2013). Previous studies have proposed several emergent constraints for aerosol forcing, such as the sensitivity of rain efficiency to aerosols (Wang et al., 2012), recent change in surface solar radiation (Cherian et al., 2014), and the cloud response to volcano eruptions (Malavelle et al., 2017). Observations of all these metrics are spatially and temporally inhomogeneous and suffer from large uncertainty and natural variability. Here we make a first attempt to constrain historical aerosol forcing from sustained observations of LSAT using AGCMs. The lower internal variability in AGCMs allows one to analyze observed climate change on smaller spatial scales and shorter time scales. Assuming
the models represent the fast response to other forcings correctly, we infer a significant fast response of LSAT to aerosol forcing changes over recent decades in Europe and Asia, although not over the entire Northern Hemisphere. We find that the model with a larger magnitude of aerosol forcing better matches the observed LSAT changes over Asia, suggesting that the lowest end of the range of aerosol forcing in present assessments is very unlikely. The implications on aerosol forcing would be more reliable if this kind of AGCM simulations, with and without aerosol forcing, were made available for multiple climate models.
Table 5.1: Comparison of observed and simulated LSAT changes (K) in recent decades shown as the 2001-15 average minus the 1961-80 average. All simulated data are based on ensemble means. An asterisk indicates that the difference between simulated and observed LSAT changes is significant at $P < 0.1$.

<table>
<thead>
<tr>
<th></th>
<th>OBS</th>
<th>AM2</th>
<th>AM3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NO_F</td>
<td>NO_AERO</td>
<td>ALL_F</td>
</tr>
<tr>
<td>NH</td>
<td>0.99</td>
<td>0.82*</td>
<td>1.03</td>
</tr>
<tr>
<td>Europe</td>
<td>1.16</td>
<td>0.60*</td>
<td>0.83*</td>
</tr>
<tr>
<td>Asia</td>
<td>0.54</td>
<td>0.67</td>
<td>0.88*</td>
</tr>
</tbody>
</table>
Figure 5.1: Time series (1961-2015) of JJASON mean NH LSAT anomalies from observations (black solid lines), (a) NO\textsubscript{F}, (b) NO\textsubscript{AERO}, and (c) ALL\textsubscript{F}. Anomalies are deviations with respect to the 1961-80 reference period. The colored solid line represents the ensemble mean and the shading represents the full ensemble range (AM2 in red, AM3 in blue). The dashed line represents the 2001-15 average. Strong El Nino (E), La Nina (L), and volcanic eruptions (V) are marked in the figure. The right column shows an enlarged plot of 2001-15 temperature anomalies.
Figure 5.2: JJASON mean LSAT changes over (a) NH, (b) Europe ($38^\circ$ -66$^\circ$ N, 10$^\circ$ W-50$^\circ$ E), and (c) Asia ($8^\circ$ -38$^\circ$ N, 70$^\circ$ -123$^\circ$ E) in recent decades shown as the 2001-15 average minus the 1961-80 average from observations (black), AM2 (red), and AM3 (blue). Box shows the mean temperature change (center line) and its 95% confidence interval. Black circles represent LSAT changes from individual ensemble numbers.
Figure 5.3: (a) Observed and (b-g) observed minus model simulated JJASON mean surface air temperature change in recent decades shown as the 2001-15 average minus the 1961-80 average. b, d, and f show results from AM2; c, e, and g show results from AM3. Stippling indicates regions exceeding 95% statistical confidence. Solid and dashed rectangles denote Europe and Asia used for averaging in Fig. 5.2.
Figure 5.4: Time series (1961-2015) of JJASON mean non-aerosol (solid) and aerosol (dashed) effective radiative forcing over (a) Europe and (b) Asia. Red and blue lines represent AM2 and AM3, respectively. Thick and thin lines represent five-year running mean and annual mean, respectively.
Chapter 6

Conclusions

6.1 Summary and Implications

Anthropogenic aerosols have a strong influence on atmospheric circulation and climate change at both global and regional scales. Using comprehensive general circulation model simulations, along with observations and theoretical understanding, this dissertation investigates the atmospheric transport and removal processes of aerosols (Chapter 2), as well as the impacts of aerosols on large-scale atmospheric circulation (Chapters 3 and 4) and regional climate change over the twentieth century (Chapter 5).

Chapter 2 focuses on Arctic haze, which has a distinct seasonal cycle with peak concentrations in winter but pristine conditions in summer. It is demonstrated that the Geophysical Fluid Dynamics Laboratory (GFDL) atmospheric model, AM3, can reproduce the observed seasonality of Arctic black carbon (BC), an important component of Arctic haze. The model is used to study how large-scale circulation and removal drive the seasonal cycle of Arctic BC. It is found that despite large seasonal shifts in the general circulation pattern, the transport of BC into the Arctic varies little throughout the year. The seasonal cycle of Arctic BC is attributed mostly to
variations in the factors controlling wet removal, namely the hydrophilic fraction of BC and wet deposition efficiency of hydrophilic BC. Specifically, a confluence of low hydrophilic fraction and weak wet deposition, owing to slower aging process and less efficient mixed-phase cloud scavenging, respectively, is responsible for the wintertime peak of BC. The transition to low BC in summer is the consequence of a gradual increase in the wet deposition efficiency, whereas the increase of BC in late fall can be explained by a sharp decrease in the hydrophilic fraction. The results suggest that future changes in the aging and wet deposition processes can potentially alter the concentrations of Arctic aerosols and their climate effects.

Chapter 3 examines how aerosol absorption affects the extratropical circulation by analyzing the response to a globally uniform increase in BC simulated with an atmospheric general circulation model (AGCM) forced by prescribed sea surface temperatures. The model includes aerosol direct and semi-direct effects, but not indirect or cloud-absorption effects. BC-induced heating in the free troposphere stabilizes the mid-latitude atmospheric column, which results in less energetic baroclinic eddies and thus reduced meridional energy transport at mid-latitudes. Upper tropospheric BC also decreases the meridional temperature gradient on the equatorward flank of the tropospheric jet and yields a weakening and poleward shift of the jet, while boundary layer BC has no significant influence on the large-scale circulation since most of the heating is diffused by turbulence in the boundary layer. The effectiveness of BC in altering circulation generally increases with height. It is found that dry baroclinic eddy theories can explain most of the extratropical response to free troposphere BC. Specifically, the decrease in vertical eddy heat flux related to a more stable atmosphere is the main mechanism for re-establishing atmospheric energy balance in the presence of BC-induced heating. Similar temperature responses are found in a dry idealized model, which further confirms the dominant role of baroclinic eddies in driving the extratropical circulation changes. The strong atmospheric-only response to
BC suggests that absorbing aerosols are capable of altering synoptic-scale weather patterns. The height dependence of the atmospheric response to BC highlights the importance of better constraining model-simulated aerosol vertical distributions with satellite and field measurements.

Chapter 4 examines the nonlinearity in the climate impacts of greenhouse gases and scattering aerosols by analyzing the response to a doubling of CO$_2$ and a zonally symmetric solar forcing perturbation simulated with an AGCM coupled to a slab ocean model. The solar forcing has a similar latitudinal variation to the realistic aerosol forcing. The boreal winter zonal mean circulation response to solar forcing is characterized by an equatorward shift of the subtropical jet and the intertropical convergence zone, and a strengthening of the Hadley Cell. When forced by CO$_2$ and solar forcing simultaneously, the model simulated warming is less (more) than the linear sum of the response to individual forcing in the Northern (Southern) Hemisphere. As a result, a significant nonlinearity arises in the response of the subtropical jet and the Hadley Cell. The nonlinearity largely comes from cloud radiative responses and increases with the magnitude of solar forcing. The results suggest that the nonlinear climate response to greenhouse gas and aerosol forcings is a robust feature that cannot be neglected in climate change attribution studies.

Chapter 5 applies AGCMs forced by observed sea surface temperatures and sea ice concentrations to decompose the historical land warming into a fast atmospheric-land-only component and a slow component mediated by the ocean. By prescribing the ocean state, the uncertainty in climate sensitivity and natural variability is reduced, and the slow component appears to be robust across models. We find that the fast component of the anthropogenic warming, which is often thought of as small, accounts for more than 20% of observed warming of Northern Hemisphere land during summer and autumn in recent decades. The fast response to anthropogenic aerosols inferred from observations has a warming effect in Europe but a cooling effect in Asia,
consistent with the regional shift in aerosol emissions in recent years. By comparing two GFDL AGCMs, AM2 and AM3, we suggest that the magnitude of aerosol forcing is likely towards the high end of the present model range.

6.2 Limitations and Future Work

While the response of atmospheric circulation to greenhouse gases has been studied extensively in the literature, the circulation change due to aerosols has received relatively little attention. The impacts of aerosols are complicated and uncertain due to the interplay between aerosol emission, transport and removal processes, as well as the complex aerosol-radiation interactions, aerosol-cloud interactions and air-sea coupling. To simplify the problem, in Chapters 3 and 4 we analyze the atmospheric circulation response to globally uniform and zonally symmetric forcings, respectively. The idealized forcing is helpful for gaining a theoretical understanding of the physical mechanisms driving the response, however it is not representative of present-day aerosols or any future scenario. Our results may therefore underestimate the effect of the spatial heterogeneity of aerosols, such as the change in stationary eddies (Held et al., 2002; Ming et al., 2011). Evaluating the circulation response to realistic aerosol forcing would be a valuable step forward in understanding the climate impacts of aerosols.

The climate response to an external forcing involves a variety of time scales and can be thought as consisting of a fast, an intermediate and a slow component (e.g., Manabe et al., 1990; Held et al., 2010). The fast atmospheric-land only response occurs with a fixed ocean state and has time scales of a month or less. The intermediate response has time scales of a few years in which the shallow oceanic mixed layer reaches equilibrium, and the much more slowly evolving response is a manifestation of the change in the deep ocean. Section 3 focuses on the fast component using an AGCM with fixed
sea surface temperatures, while Section 4 focuses on the equilibrium response using an AGCM coupled to a slab ocean model. The results in both sections differ from the transient climate response, which is dominated by the intermediate component, and thus cannot be applied directly to understand observed historical changes in atmospheric circulation. Evaluating the aerosol impacts in fully coupled atmosphere-ocean general circulation models would be helpful for attributing observed circulation changes to aerosols.

The results in this dissertation are based on simulations with several GFDL models, and the robustness of the results needs to be examined with additional models. Many processes associated with aerosol-climate interactions that are explored in this dissertation, such as aerosol hygroscopic growth and microphysics (Section 2), boundary layer dynamics (Section 3) and cumulus convection (Section 4), operate at scales that are much smaller than the resolution of current models and are therefore parameterized in a relatively simple way. It remains to be seen whether other climate models with different parameterization schemes yield similar impacts of aerosols. In recent years, an emerging class of models has endeavored to represent the atmospheric circulation at cloud-resolving scales (a few kilometers) (e.g., Tomita and Satoh \citeyear{Tomita2004}, Pressel et al. \citeyear{Pressel2015}, Zängl et al. \citeyear{Zangl2015}), and it would be interesting to evaluate the similarities and differences in the atmospheric circulation response to aerosols between these high-resolution models and traditional climate models. In addition, targeted observations and laboratory experiments would greatly complement modeling studies and improve our understanding of aerosol impacts in the real world.

The uncertainty in aerosol forcing is one of the greatest challenges associated with projecting future climate change. Chapter 5 makes an attempt to empirically constrain historical aerosol forcing from the fast component of land surface air temperature change in recent decades. The decomposition of recent land warming is limited to some extent by the internal atmospheric variability, as shown by the large varia-
tion among the ensemble members. Larger ensembles and simulations with multiple climate models would be desirable for examining this kind of decomposition more carefully in different regions. Similar approaches could be applied to analyze other climate variables with a stronger anthropogenic signal, such as precipitation (e.g., Li et al., 2018). The forced signal in many aspects of the climate system is expected to emerge from the background of natural climate variability in the near future (Bindoff et al., 2013b). Integrating global observations and climate model simulations may lead to a better quantification of the role of aerosols in the Earth’s climate system.
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