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Abstract

I develop and apply structural methods for estimating supply and demand responses of food products and agricultural commodities.

Chapter 1 adapts recent developments in dynamic discrete choice econometrics to estimate a model of land use change. The empirical approach is relatively easy to implement, relying on linear regressions. I apply the empirical approach to US crop supply using satellite sensor data. Taking dynamics into account leads to considerably larger long-run elasticities, and suggests that the land-use impacts of biofuels production are larger than previous studies have found.

Chapter 2 considers the intensive margin in crop supply responses. I derive and implement an indirect approach to estimating yield-price elasticities which is considerably more precise than the standard approach. I find that yields for US corn, soybeans, and wheat respond very little to short-run price variation, suggesting that extensive crop supply responses (i.e., land use change), is the dominant component of crop supply responses, at least in the short run within the US.

Chapter 3 analyzes the fluid milk market, including non-dairy milks like soy milk, as a case study in understanding the potential for greenhouse gas mitigation through dietary change. I estimate a random coefficients model of demand for milk products using retail data, and find that taking unobservable heterogeneity into account suggests that there is substantially less substitution between milk and soy milk in response to price changes. A static demand model cannot explain long-term changes in milk consumption patterns, for soy milk consumption rose dramatically in the early 2000’s without any substantial changes in relative prices.
CHAPTER 1

Dynamic Discrete Choice Estimation of Agricultural Land Use
1.1. Introduction

The effects of many controversial policies related to greenhouse gas mitigation, ecological destruction, and agricultural policy depend crucially on how land use responds to economic changes. Land use change is a fundamentally dynamic process, often involving switching costs (e.g., clearing forest to plant crops) and sometimes involving switching benefits (e.g., nutrient and pest management provide strong incentives for rotation between crops such as corn and soybeans in some cases). Nevertheless, empirical studies of land use change typically treat landowners as static decision makers. In contrast, I formulate and estimate a flexible and easily implemented empirical approach for analyzing land use based on a model of dynamically optimizing landowners.

While land use change is the central concern in many policies involving payments for environmental and ecosystem services (e.g., the UN’s REDD program, the Conservation Reserve Program in the US, and agri-environmental programs in the EU), land use change also plays a prominent role in policies which do not target land use directly. Broadly, changes in the area of cultivated land are an important aspect of agricultural supply responses, so any question which depends on supply elasticities for agricultural commodities can be said to depend, in part, on land use responses. Conversely, any policy affecting agricultural markets can have indirect land use effects.

Indirect land use change has become a primary concern in evaluating biofuels regulation. Many governments mandate that some portion of their countries’ fuel supplies come from biofuels.\(^1\) The primary feedstocks for biofuel production around the world are crops (especially corn, sugarcane, and various oil crops), so biofuels mandates effectively increase crop demand. In the US, 35-40\% of corn production has been used to produce ethanol in recent years (US EPA, 2011).\(^2\) Properly evaluating the equilibrium effects of the increased demand created by biofuels mandates requires an understanding of land use elasticities. On the one hand, if cropland use responds little to changes in crop prices, elevated crop demand will lead to elevated crop prices, and decreased use of crops for other purposes (such as direct human consumption and animal feed). On the other hand, a more elastic crop acreage response would mitigate the effect on food prices, but result in higher environmental costs through indirect land use change. The most influential recent research on the equilibrium effects of biofuels relies on static models, both in estimating supply and demand.

---

\(^1\)In the US, bioethanol subsidies expired in January, 2012, but mandated levels of biofuel use remain in effect, and the growing demands of the mandate continue to be met mostly by corn ethanol (US EPA, 2011, 2012). In 2011, the mandate of 13.95 billion gallons of biofuels represents about 9\% of US gasoline consumption. The EU mandates biofuels use on similar levels (Flach et al., 2012). Brazil’s mandate is larger in relative terms, with 18-25\% of Brazilian gasoline blends coming from bioethanol (Barros, 2012). China, India, and many other countries have biofuels mandates.

\(^2\)There are now widespread efforts to develop cost-effective biofuel production strategies for feedstocks that don’t compete with sources of human feed or animal food (e.g., algae). However, conventional biofuels remain substantially less costly to produce for the time being.
1.1. INTRODUCTION

I estimate a dynamic discrete choice model of cropland use in the United States, finding a long-run elasticity of crop acreage with respect to crop prices in the neighborhood of 0.4. This elasticity is more than five times larger than static elasticities estimated using the same data.

To give the results some context, I revisit Roberts and Schlenker’s (2013) assessment of the effects of the US biofuels mandate, finding that my long-run supply elasticity implies a 35% larger land use effect and a 70% smaller price increase (in the long run).

I employ a novel empirical approach which combines three powerful ideas. First, the model may be estimated using a linear regression, derived using the Hotz-Miller inversion (Hotz and Miller, 1993, Proposition 1). 3 Second, while the estimation of dynamic discrete choice models typically requires a model of how all state variables evolve, this burden can be relaxed when the agents in the model have a negligible impact on some market-level state variables – in this case, the uncertainty in market-level state variables can be integrated out into a well-behaved regression error term. 4 Finally, the Expectation-Maximization (EM) algorithm can be used to estimate the model with unobservable heterogeneity, following Arcidiacono and Miller (2011).

My empirical strategy is broadly applicable to dynamic discrete choice settings with price-taking agents. In the context of land use, the decisions of individual landowners plausibly have a negligible effect on prices in agricultural commodity markets. My strategy could be applied to other dynamic discrete choice applications with less restrictive assumptions than those used by previous studies; for instance, my approach could be used to estimate demand for durable goods without having to assume that consumers have perfect foresight (Conlon, 2010) or even that prices evolve according to a particular sort of process (Hendel and Nevo, 2006; Gowrisankaran and Rysman, 2011).

While static models remain common in empirical work on land use (Chomitz and Gray, 1996; Lin et al., 2000; Deininger and Minten, 2002; Chomitz and Thomas, 2003; Fezzi and Bateman, 2011; Souza-Rodrigues, 2012), some strategies incorporate state dependence without forward-looking dynamics (Claassen and Tegene, 1999; Lubowski, 2002; Munroe et al., 2004; Wu et al., 2004; Lubowski et al., 2006, 2008). Existing studies on land use which account for forward-looking behavior are rare and largely confined to models of irreversible

3 Although it has been poorly documented, it is generally possible to construct linear estimators for dynamic discrete choice models. For example, Pesendorfer and Schmidt-Dengler (2008) construct a representation of equilibrium conditions which is linear in parameters (Lemma 1 in their appendix).

4 This procedure amounts to the construction of an Euler equation for a dynamic discrete choice problem. As the term is used in economics, Euler equations typically involve differentials with respect to continuous choice variables; naturally, the discrete choice analog involves differences across actions. As in Hall (1978), errors in agent’s expectations about continuation values will be mean uncorrelated with anything in the contemporaneous information set. Although its general applicability in single-agent dynamic discrete choice settings has largely been overlooked, differenced Euler equation constructions are implicitly used by Altug and Miller (1998) and Murphy (2012).
decisions (Irwin and Bockstael, 2002; Vance and Geoghegan, 2002; Murphy, 2012). As my results suggest, models of myopic landowner behavior are likely to understimate long-run land use responses. Intuitively, landowners may respond more to long-run changes in the process governing price changes than they respond to the price variation in the data. However, a myopic model only captures how land use responds to the price variation in the data. In contrast, my empirical model is based on dynamically optimizing landowners with rational expectations.

An important practical aspect of my empirical strategy is that it does not require the econometrician to estimate (or make restrictive functional form assumptions about) the process governing the evolution of input prices, output prices, stocks, and other market-level state variables. In contrast, standard approaches to dynamic discrete choice estimation such as Rust (1987), Hotz and Miller (1993), and Aguirregabiria and Mira (2002) require models of how all state variables evolve. In the context of land use change, market-level state variables should be modeled at the local level, but local information on variables like prices and stocks in storage is generally very limited. Moreover, even if all relevant variables were observed at the local level, modeling their evolution may present an infeasible task, for agricultural commodity markets are largely integrated – in principle, the set of state variables for any locality would include prices and stocks for every other locality around the world. Thus, precisely modeling the evolution of market-level state variables is infeasible for reasons of tractability as well as data limitations. By avoiding the need for such a model, my empirical approach avoids the need for incredible simplifying assumptions about the evolution of market-level state variables. Instead, my regression equation construction relies on the assumption that landowners have rational expectations. In other words, the agents in the model must have a model of how state variables evolve, but the econometrician doesn’t need one.

In empirical studies on land use change, researchers typically project local variables using aggregate data together with spatial information (e.g., projecting local prices using prices at commodity centers and distances from those centers as in De Pinto and Nelson (2009) and Souza-Rodrigues (2012)). However, such projections are fundamentally imprecise, and the resulting projection errors could be treated as unobservable supply shocks. For example, it would be tempting to assume that farmers throughout the US Corn Belt expect to receive prices which correspond to prices in Chicago and the costs of shipping corn from their farm to Chicago. However, farmers in some areas might receive slightly higher prices in some years by selling their corn to local livestock operations. Such pricing patterns are likely to be influenced by factors which are highly correlated over time but imperfectly persistent (such as feed demand from nearby livestock operations and local grain storage), meaning that projection errors should be included as unobservable shocks which may be serially correlated – i.e., such errors are likely to violate the conditional independence assumptions typically placed on idiosyncratic error terms in dynamic discrete choice models.
Fortunately, my approach can accommodate unobservable market-level shocks, even if they are serially correlated. Such shocks become error terms in a regression equation, and while consistent estimation of the model requires exclusion restrictions on the unobservable shocks, the unobservable shocks may have an arbitrary correlation structure subject to those exclusion restrictions.

Unobservable heterogeneity is another practical challenge which is difficult to avoid when modeling land use. While detailed spatial information on soil and weather characteristics provides a wealth of information about field-level heterogeneity, fields may differ on such a multitude of characteristics that it may be infeasible to account for every payoff-relevant dimension of heterogeneity. \(^5\) When field-level characteristics cannot be quantified completely, ignoring unobservable heterogeneity can lead to biased estimates (e.g., when ignored, persistent unobservable heterogeneity may exaggerate switching costs). To estimate my dynamic model with unobservable heterogeneity, I follow Arcidiacono and Miller (2011) in using the EM algorithm to estimate a mixture model of conditional choice probabilities.

The main data set used for estimation is a unique panel of land use outcomes covering the contiguous United States in recent years. In terms of covariates, a measure of expected returns is the only input to the model. \(^6\) However, specifying the choice model in this way calls for careful measurement of expected returns (with expectations taken at the time when land use choices are made, i.e., during planting season). I construct expected returns based on state-level price forecasts, county-level yield forecasts, aggregate cost data, and government payment rates.

Typically, the lack of cross-sectional variation in agricultural commodity prices limits identification of complex models of agricultural supply. Although output prices vary little across locations, there are persistent cross-sectional differences in yields which I leverage to construct cross-sectional variation in (expected) returns. My yield forecasts, based on historical county-level yields and detailed weather data, perform extremely well in validation tests. My model of expected yields relies on Schlenker and Roberts’s (2009) work on nonlinear temperature effects in crop yields (and their weather data).

In Section 1.2, I lay out a binary choice model of land use and derive a regression equation. In Section 1.3, I describe data sources, the construction of the land use panel data set, and the measurement of expected returns. Further estimation details are treated in Section 1.4, including the extension to unobservable heterogeneity. Section 1.5 presents the results, Section 1.6 considers implications for biofuels policy, and Section 1.7 concludes.

\(^5\)For example, local economic characteristics such as proximity to processing, storage, and input manufacturing facilities may be almost as important as soil characteristics, but they are much harder to quantify at a fine level of spatial resolution. One might argue that these things could be measured, too, but the end to this argument is nowhere in sight. To cite another example, it would be difficult to capture everything that affects a field’s suitability for cultivation even with extremely detailed terrain data, for a field’s susceptibility to flooding can be influenced by very small variations in local topography.

\(^6\)While returns may be the primary consideration in most private land-use decisions, my model is arguably less applicable to government-managed land. Accordingly, protected land is excluded from the sample.
1.2. Empirical framework

This section describes a flexible model of land use with dynamically optimizing agents. To simplify the exposition, I consider fields of a homogeneous type. That is, fields may differ due to differences in the history of actions they take, and due to idiosyncratic shocks, but they are otherwise similar – e.g., they should face similar prices and weather patterns in expectation. In Section 1.4, I explain how I estimate the model with different observable types and with a mixture of unobservable types.

1.2.1. Model. Field owners act to maximize the expected discounted profits from their fields. Each year, during planting season, field owners decide whether to plant crops in their fields or not. Formally, the choice set is $J = \{crops, other\}$. Let $j_{it}$ denote the land use of field $i$ in year $t$.

There are two types of state variables in the model. First, the field state ($k_{it}$) represents characteristics intrinsic to field $i$ at time $t$. For example, field states may represent soil nutrient levels, the state of the terrain, or enrollment in a government program. Let the set of field states be denoted by $K$, which is assumed to be discrete.

The other state variable is the information set or market state ($\omega_t$), which includes all the information necessary to determine current expected returns for a given field state (e.g., futures prices, input costs, inventories) as well as information which is relevant in predicting future market states (e.g., demand and policy conditions). The current market state is known to all field managers but not fully observable to the econometrician. Let $\Omega$ denote the set of possible market states.

During planting season, returns are uncertain even in the current year. For example, weather is an intrinsic source of randomness in crop yields, and input and output prices fluctuate over the course of the growing season (a stark example is the US drought during the summer of 2012, which caused yields in the Midwest to fall far below expectations and prices to rise well above expectations). I assume field managers are risk neutral so that expected returns are all that is needed to model their decisions.

If field $i$ is in state $k$ at time $t$, the expected payoffs to land use $j$ are

$$\pi(j, k, \omega_t, \nu_{it}) = \alpha_0(j, k) + \alpha_R R_j(\omega_t) + \xi_{jk}(\omega_t) + \nu_{jit}$$

where $R_j(\omega_t)$ is an observable (to the econometrician) component of expected returns, $\xi_{jk}(\omega_t)$ is an unobservable aggregate shock to expected returns, $\nu_{jit}$ is an idiosyncratic shock, and $\alpha = \left(\alpha_R, \{\alpha_0(j, k)\}_{j \in J, k \in K}\right)$ is the vector of parameters to be estimated. For the purposes of this section, take for granted that $R_j(\omega_t)$ is available data; Section 1.3 explains how I construct the variable.

The empirical approach I describe can be generalized to larger discrete choice sets. See Appendix 1.8.6.
The inclusion of the unobservable shock $\xi$ in the profit equation (1.1) can be motivated by the limitations of data availability, capturing the imperfect measurement of returns because local values of input and output prices are unavailable. When it comes to estimation, I don’t construct a measure of observable returns for non-cropland, so the unobservable shocks actually capture all of the variation in non-cropland returns.

Dynamic incentives come from the dependence of the intercept term $\alpha_0 (j, k)$ on the field state $k$. While the assumption that the field state shifts only the intercept term is restrictive (i.e., field states can affect switching costs but not productivity), it is relatively common in the literature (Claassen and Tegene, 1999; Munroe et al., 2004; Wu et al., 2004), so I adopt it as a starting point.8

For the purposes of my estimation strategy, the important difference between field states and market states is that field states must be observable and the econometrician must know the process governing their evolution (or be able to estimate it). In contrast, the econometrician does not need to observe all market-level state variables, and no functional form assumptions are necessary on the process governing the evolution of the market state.

**Assumption 1. (Small fields, no externalities)** The market state evolves according to a Markov process which is unaffected by changing the land use in any single field; i.e., the conditional distribution of $\omega_{t+1}$ satisfies $G(\omega_{t+1}|\omega_t, j_{it} = j) = G(\omega_{t+1}|\omega_t)$ for all $i$ and $j$.

The assumption of small fields implies that, although the process governing the evolution of market states is endogenous in general, it may be regarded as exogenous by a small agent in a competitive equilibrium. Given that agricultural commodity markets are highly integrated, and changing an individual field’s usage plausibly has a negligible effect on prices and other aggregate variables, the assumption of price-taking fields provides a very plausible approximation of reality.9 While the assumption that there are no externalities across fields is restrictive in general, effects across fields plausibly play little role in the decision of whether to plant crops.10

---

8Lubowski (2002), Lubowski et al. (2006), and Lubowski et al. (2008) allow field states (lagged land use decisions in their case) to affect coefficients on covariates as well as intercept terms. This is straightforward in their model, for without forward-looking behavior, they can effectively estimate a different model for each field state.

9The 2007 US Census of Agriculture reports that there were 310 million acres of harvested cropland in the US spread over 1.3 million farms. Furthermore, 170 million acres of cropland were spread across farms of under 5000 acres in size, and The Land Report magazine claims that no American individual or business owns over 2.2 million acres of land (see the 2012 Land Report 100). Thus, ownership of cropland in the United States is highly unconcentrated.

10Anecdotal evidence suggests that production complementarities across fields in different type of crops are important for some farmers – for example, while there are powerful dynamic considerations driving the corn-soybeans rotation (pest and soil nutrient management), another reason why farmers might keep half their land in soybeans and half in corn (switching the two from year to year) is that the two crops can be planted and harvested at slightly different times, potentially saving on labor costs. In some areas, rotation between cropland and fallow land may similarly be driving by both dynamic considerations and economies of space. Since I rule out the externalities across fields, these economies of space may be absorbed as dynamic effects.
Given Assumption 1, it is without loss of generality to assume that each landowner manages a single field, so \( i \) can be used to refer to an agent or the field she manages. Without market power or externalities across fields, maximizing the individual profits of several fields is equivalent to maximizing their joint profits.

I assume that field states are a deterministic function of past land use, and that planting crops is a renewal action always leading to the same field state.\(^\text{11}\) However, a field’s state can evolve when it remains in non-cropland, potentially capturing several effects. First, if the outside option is leaving the field idle, then the land might slowly revert to natural terrain, and the costs of switching back to crops might increase during the reversion process. Alternatively, in some areas leaving fields unplanted (fallow) is an important part of a dynamic management process, much like crop rotation – in this case the costs of planting crops might fall after the land is left fallow for a year.

Formally, I let the field state denote the number of years since crops were last planted in the field, up to some limit \( \bar{k} \), implying that the set of possible field states is \( K = \{0, 1, \ldots, \bar{k}\} \). Formally, the state transition process is

\[
\kappa^+(j, k) = \begin{cases} 
0 & \text{if } j = \text{crops} \\
\min\{k + 1, \bar{k}\} & \text{if } j = \text{other}.
\end{cases}
\]

Thus, if crops were planted in field \( i \) in year \( t - 1 \), then \( k_{i,t} = 0 \). If that same field is then used for non-cropland in year \( t \), then \( k_{i,t+1} = 1 \). If the field continues to be used for non-cropland indefinitely, then \( k_{i,t+s} = \bar{k} \) for \( s \geq \bar{k} \). The special case with \( \bar{k} = 1 \) corresponds to a model in which the profit equation is affected only by the previous land use (as in Claassen and Tegene (1999), Lubowski (2002), Wu et al. (2004), Lubowski et al. (2006), and Lubowski et al. (2008)).

Next, I adopt the standard logit model assumption.

**Assumption 2.** (Conditionally independent logit errors) *Conditional on \( \omega_t \) and \( k_{it} \), \( \nu_{jit} \) is identically and independently distributed across \( i, j, \) and \( t \) with a type 1 extreme value distribution.*

Assumption 2 implies that differences in idiosyncratic error terms have a logistic distribution, resulting in convenient expressions for the value functions and conditional choice probabilities. Without loss of generality, I normalize the variance of \( \nu_{jit} \) to \( \frac{\pi^2}{6} \), implying that the distribution function is \( F(\nu_{jit}) = \exp\left(-\exp\left(-\nu_{jit}\right)\right) \).\(^\text{12}\)

\(^{11}\)A renewal action is a special case of finite dependence. See Arcidiacono and Miller (2011) for a formal definition of finite dependence, and see Arcidiacono and Ellickson (2011) for an overview of how finite dependence leads to simple estimation approaches.

\(^{12}\)The sensitivity parameter \( \alpha_R \) can be seen as a result of this normalization – i.e., \( \alpha_R \) is inversely proportional to the variance of the idiosyncratic errors when they are measured in the same units as returns.
I now consider a field owner’s dynamic optimization problem. Let $\beta$ represent a common discount factor. Field owner $i$’s value function is defined as follows:

(1.3) \[ V(k_{it}, \omega_t, \nu_{it}) \equiv \max_{j^*} E \left( \sum_{s \geq t} \beta^{s-t} \pi \left( j^* (k_{is}, \omega_s, \nu_{is}), k_{is}, \omega_s, \nu_{is} \right) | k_{it}, \omega_t, \nu_{it} \right). \]

where the maximization is over all policy functions $j^*: \Omega \times K \times \mathbb{R}^J \rightarrow J$.

With respect to the process governing the evolution of the market state $\omega_t$, my empirical approach is very flexible. The process must be well behaved enough for the value function to exist, Assumption 1 must hold, and estimation will require identifying assumptions on the unobservable shocks $\xi$. However, the process governing the evolution of $\omega_t$ does not have to be modeled explicitly or estimated. Hereafter, I will mainly use $t$ subscripts on functions and variables which depend on $\omega_t$; e.g., $V_t(k_{it}, \nu_{it}) = V(k_{it}, \omega_t, \nu_{it})$, and $R_{jt} = R_j(\omega_t)$.

The ex ante value function is the expectation of the value function before the realization of idiosyncratic errors:

(1.4) \[ \bar{V}_t(k) \equiv \int \ldots \int V_t(k, (\nu_1, \ldots, \nu_J)) \, dF(\nu_1) \ldots dF(\nu_J). \]

The conditional value function represents the expected discounted returns conditional on an action, but before the realization of $\nu_{it}$:

(1.5) \[ \delta_t(j, k) \equiv \bar{\pi}_t(j, k) + \beta E_t \left[ \bar{V}_{t+1} \left( \kappa^+ (j, k) \right) \right]. \]

where $\bar{\pi}_t(j, k) \equiv \pi(j, k; \omega_t, 0)$. Note that the expectation of the value function at $t + 1$ does not need to be conditioned on $j$ because of Assumption 1.

Next, Assumption 2 implies a simple expression for conditional choice probabilities. Defining $p_t(j, k) \equiv Pr(j_{it} = j | k_{it} = k, \omega_t)$,

(1.6) \[ p_t(j, k) = \frac{\exp \left( \delta_t(j, k) \right)}{\sum_{j' \in J} \exp \left( \delta_t(j', k) \right)}. \]

The logit errors assumption also implies a convenient expression for the mean value function:

(1.7) \[ \bar{V}_t(k) \equiv \ln \left( \sum_{j \in J} \exp \left( \delta_t(j, k) \right) \right) + \gamma \]

where $\gamma$ is Euler’s gamma.

---

13See Bhattacharya and Majumdar (1989) for regularity conditions on $G$ which guarantee the existence of the value function.
1.2.2. Deriving a regression equation. In this section, I derive a linear regression equation for the model presented above. Appendix 1.8.6 explains how this derivation can be generalized to larger choice sets and different assumptions on the idiosyncratic error terms.

Pesendorfer and Schmidt-Dengler (2008) show that it is possible quite generally to construct representations of equilibrium conditions in dynamic discrete models which are linear in parameters (see Lemma 1 in their appendix). However, their construction relies on an explicit model of how all state variables evolve. The distinguishing aspect of the construction I present here is that it avoids this requirement. Given that agents are small and have rational expectations, market-level state variables can be integrated out into an expectational error term which is a “true regression disturbance,” uncorrelated with any variables in $\omega_t$ (as in Hall (1978)).

The derivation amounts to constructing an Euler equation out of conditional choice probabilities. Traditionally, Euler equations in economics involve marginal effect changes in a continuous choice variable. Naturally, the discrete choice analog of an Euler equation requires that we consider two distinct alternative actions, rather than a marginal change, but in both cases, the Euler equation equates the benefits of a change today with the costs of a compensating change tomorrow.

I begin with the Hotz-Miller inversion, which states that there is an invertible mapping between differences in conditional value functions and conditional choice probabilities. For the case of logit errors, the inversion is derived by differencing equation (1.6) across $j$:

\begin{equation}
\ln \left( \frac{p_t(j, k)}{p_t(j', k)} \right) = \delta_t(j, k) - \delta_t(j', k).
\end{equation}

(1.8)

Rewrite the Hotz-Miller inversion for the crop choice model as a relationship between ex ante current profits, continuation profits, and conditional choice probabilities:

\begin{equation}
\bar{\pi}_t(j, k) - \bar{\pi}_t(j', k) - \ln \left( \frac{p_t(j, k)}{p_t(j', k)} \right) = \beta E_t \left[ V_{t+1}(\kappa^+(j', k)) \right] - \beta E_t \left[ V_{t+1}(\kappa^+(j, k)) \right]
\end{equation}

(1.9)

In binary choice logit models, the conditional choice probability term has a very simple interpretation: $\ln \left( \frac{p_t(j, k)}{p_t(j', k)} \right)$ is equal to the cutoff $\Delta \nu_t^*$ such that if $\nu_{jit} - \nu_{j'=it} \geq \Delta \nu_t^*$, field $i$ will be in land use $j$, and otherwise field $i$ will be in land use $j'$. Thus, the left-hand-side of equation (1.9) expresses the minimum difference in expected profits during period $t$ which justifies the choice of land use $j$ rather than $j'$ in period $t$, given a particular field state $k$. The right hand side expresses the expected loss in continuation values resulting from the choice of $j$ instead of $j'$. 
The next step is to replace the expected difference in continuation values with its realization and expectational errors:

$$\bar{\pi}_t (j, k) - \bar{\pi}_t (j', k) - \ln \left( \frac{p_t (j, k)}{p_t (j', k)} \right) = \beta \left( \tilde{V}_{t+1} (\kappa' (j', k)) - \tilde{V}_{t+1} (\kappa' (j, k)) \right) + \varepsilon^V_t (j', k) - \varepsilon^V_t (j, k)$$

where

$$\varepsilon^V_t (j, k) \equiv \beta \left( E_t \left[ \tilde{V}_{t+1} (\kappa' (j, k)) \right] - \tilde{V}_{t+1} (\kappa' (j, k)) \right).$$

At this point, it is worth noting the importance of the perfectly competitive setting. Given Assumption 1, the law of iterated expectations implies that

$$E_t \left[ \varepsilon^V_t (j, k) \right] = 0$$

for any variable $Z_t$ in the time $t$ information set. In a model with strategic interactions, the same statement would only be true conditional on actions taken. That is, one could write

$$E_t \left[ \varepsilon^V_t (j_{it}, k_{it}) \right] = 0,$$

but it would be necessary to condition on the action taken ($j_{it}$), and we would not have well-defined expectational error terms at the market level, which is what allows equation (1.10) to be estimated directly.

The final step in constructing the regression equation amounts to replacing differences in continuation values ($\tilde{V}_{t+1}$) with terms that will cancel. To do this, I use a convenient relationship between ex ante and conditional value functions, which can be derived by adding and subtracting $\delta_t (j, k)$ from equation (1.7), and substituting using equation (1.6):

$$\forall j : \tilde{V}_t (k) = \delta_t (j, k) - \ln (p_t (j, k)) + \gamma.$$

Equation (1.11) is a special case of Lemma 1 in Arcidiacono and Miller (2011), and versions of it also appear in Altug and Miller (1998), Arcidiacono and Ellickson (2011), and Murphy (2012).

Note well that equation (1.11) holds for any land use $j$. It is particularly convenient to apply equation (1.11) with $j$ set equal to a renewal action $j_{re}$, where $j_{re}$ satisfies $\kappa' (j_{re}, k) = \kappa' (j_{re}, k')$ for any field states $k$ and $k'$. Choosing a renewal action for two different fields in period $t + 1$ will bring the fields into the same field states in period $t + 2$, regardless of what field states they were in period $t + 1$.\(^{14}\)

Replacing the continuation values in equation (1.10) using equation (1.11),

$$\bar{\pi}_t (j', k) - \bar{\pi}_t (j', k) - \ln \left( \frac{p_t (j, k)}{p_t (j', k)} \right) = \beta \left( \delta_{t+1} (j_{re}, \kappa' (j', k)) - \delta_{t+1} (j_{re}, \kappa' (j, k)) \right)$$

$$- \beta \left( \ln \left( \frac{p_{t+1} (j_{re}, \kappa' (j', k))}{p_{t+1} (j_{re}, \kappa' (j, k))} \right) \right)$$

$$+ \varepsilon^V_t (j', k) - \varepsilon^V_t (j, k).$$

\(^{14}\)Renewal actions are a special case of finite dependence, defined by Arcidiacono and Miller (2011). See Arcidiacono and Ellickson (2011) for further discussion of how finite dependence leads to relatively simple estimators based on conditional choice probabilities.
The conditional value function terms for period $t + 1$ could be written as profits in period $t + 1$ plus continuation values in period $t + 2$. However, because $j_{re}$ is a renewal action, the continuation values in period $t + 2$ cancel, leaving

$$\delta_{t+1} (j_{re}, \kappa^+ (j', k)) - \delta_{t+1} (j_{re}, \kappa^+ (j, k)) = \tilde{\pi}_{t+1} (j_{re}, \kappa^+ (j', k)) - \tilde{\pi}_{t+1} (j_{re}, \kappa^+ (j, k))$$

(1.13)

The Euler equation comes from substituting equation (1.13) into equation (1.12):

$$\tilde{\pi}_t (j, k) - \tilde{\pi}_t (j', k) - \ln \left( \frac{p_t (j, k)}{p_t (j', k)} \right) = \beta (\tilde{\pi}_{t+1} (j_{re}, \kappa^+ (j', k)) - \tilde{\pi}_{t+1} (j_{re}, \kappa^+ (j, k)))$$

$$- \beta \ln \left( \frac{p_{t+1} (j_{re}, \kappa^+ (j', k))}{p_{t+1} (j_{re}, \kappa^+ (j, k))} \right)$$

$$+ \varepsilon_{V}^V (j', k) - \varepsilon_{V}^V (j, k).$$

(1.14)

As explained above, the left-hand side represents the difference in profits necessary to justify the choice of land use $j$ over land use $j'$ in period $t$. Now, the right hand-side represents the expected (discounted) difference in profits in period $t + 1$ when an action is taken which compensates for the impact of the period $t$ land use on the field state.

An interesting feature of this construction is that we can relate a difference in profits at time $t$ to the difference in profits at time $t + 1$ given a renewal action, even though the renewal action is not always optimal. This is possible thanks to equation (1.11), which allows one to forward calculate the unconditional value function at time $t + 1$ using any action at time $t$. As shown in Appendix 1.8.6, it turns out that the Hotz-Miller inversion makes this possible generally (not just for the assumption of logit errors).

Letting $j = crops$, $j' = other$, and $j_{re} = crops$, the Euler equation (1.14) can be rearranged into the following linear regression equation:

$$Y_{tk} = \tilde{\Delta} \alpha_{0k} + \alpha_R \Delta R_t + \tilde{\Delta} \xi_{tk} + \Delta \varepsilon_{V}^V_{tk}$$

(1.15)

where

$$Y_{tk} = \ln \left( \frac{p_t (crops, k)}{p_t (other, k)} \right) + \beta \ln \left( \frac{p_{t+1} (crops, 0)}{p_{t+1} (crops, \kappa^+ (other, k))} \right)$$

$$\tilde{\Delta} \alpha_{0k} = \alpha_0 (crops, k) - \alpha_0 (other, k)$$

$$+ \beta (\alpha_0 (crops, 0) - \alpha_0 (crops, \kappa^+ (other, k)))$$

$$\Delta R_t = R_{crops,t} - R_{other,t}$$

$$\tilde{\Delta} \xi_{tk} = \xi_{crops,k,t} - \xi_{other,k,t} + \beta \left( \xi_{crops,0,t+1} - \xi_{crops,\kappa^+ (other,k),t+1} \right),$$

$$\Delta \varepsilon_{V}^V_{tk} = \varepsilon_{V}^V (crops, k) - \varepsilon_{V}^V (other, k).$$

Notice that the dependent variable $Y_{t,k}$ can be constructed from estimated conditional choice probabilities and the discount factor. This calls for a two-stage estimation procedure: first, estimating conditional choice
probabilities to construct an estimate of $Y_{t,k}$; then, estimating the linear regression equation above with the estimated dependent variable.

Some comments on identification are in order. First, exclusion restrictions on the composite error term $\hat{\xi}_{tk} + \Delta V_{tk}$ are needed for estimation. Because the expectational error term $\Delta V_{tk}$ is mean-uncorrelated with any variables in the information set $\omega_t$ by construction, it satisfies standard exclusion restrictions by construction.\(^{15}\) This same point was famously made by Hall (1978) in the context of consumption-savings decisions.

In contrast, substantive assumptions must be made about the unobservable shock term $\xi$ to justify an estimator. For example, assuming $E \left( \hat{\xi}_{tk} | \Delta R_t (k) \right) = 0$, ordinary least squares will deliver consistent estimates. If the unobservable shocks $\xi$ are potentially correlated with observable returns $R_t$ but uncorrelated with some observed variable in $\omega_t$, then linear instrumental variables estimators could be used.

Another issue is whether the original intercept terms $(\alpha_0 (j,k))$ can be recovered from the intercepts of the regression equation $(\hat{\Delta} \alpha_{0k})$. This requires some restrictions; in fact, dynamic discrete choice models are generally not fully identified without some restrictions (Magnac and Thesmar, 2002). The fact that the model is not identified in its full generality is easy to see in this setting, for estimating equation (1.15) can only deliver $|K|$ values of $\hat{\Delta} \alpha_{0k}$, but there are $2|K| - 1$ values of $\alpha_0 (j,k)$ (after normalizing). The following assumption effectively limits the number of distinct values of $\alpha_0 (j,k)$.

**Assumption 3.** The payoffs to non-cropland do not depend on the field state.

Given Assumption 3, the model is fully identified, and parameters of the payoff function can be recovered from regression equation estimates. Since it is harmless to rescale the payoff function by adding a scalar, it is generally possible to normalize $\alpha_0 (j,k) = 0$ for a single choice of $(j,k)$. Assumption 3 implies that $\alpha_0 (other, k)$ does not depend on $k$, so I normalize $\alpha_0 (other, k) = 0$ for all $k$. With this normalization, $\alpha_0 (crops, k)$ can be recovered from $\hat{\Delta} \alpha_{0k}$ with a little algebra.\(^{16}\)

\(^{15}\)To see this formally, let $x_t$ represent some instrumental variable, and notice that\[
E \left[ x_t \hat{\xi}_{t}^V (j,k) \right] = \beta E \left[ x_t \left( E \left[ \hat{\xi}_{t+1} \left( \kappa^+ (j,k) \right) | \omega_t \right] - \hat{\xi}_{t+1} \left( \kappa^+ (j,k) \right) \right) \right] \\
= \beta E \left[ \left( E \left[ x_t \hat{\xi}_{t+1} \left( \kappa^+ (j,k) \right) | \omega_t \right] - x_t \hat{\xi}_{t+1} \left( \kappa^+ (j,k) \right) \right) \right] \\
= 0
\]
where the second equality follows as long as $x_t$ is within the time $t$ information set, and the final equality follows from the law of iterated expectations.

\(^{16}\)Specifically, $\alpha_0 (crops, k)$ can be recovered from $\hat{\Delta} \alpha_{0k}$ as follows:

$$
\alpha_{00} = \beta \hat{\Delta} \alpha_{0k} + \sum_{k=0}^{k-1} \beta^k (1-\beta) \hat{\Delta} \alpha_{0k},
$$

and the other $\alpha_0 (crops, k)$ parameters could be solved for by proceeding forward through $k$, e.g., $\alpha_0 (crops, 1) = \beta^{-1} \left( (1+\beta) \alpha_0 (crops, 0) - \hat{\Delta} \alpha_{00} \right)$. 

1.3. Data and measurement

In this section, I describe the two data inputs used to estimate a model of US cropland. First, I explain how I constructed a unique panel data set on land use in the United States, providing the choice data inputs. Additionally, I explain the several steps involved in constructing a measure of expected returns $R$, which was taken for granted in Section 1.2.

While the effects of biofuels mandates (as well as any other policies which affect agricultural markets) depend on supply elasticities around the world, the United States is a particularly important player in global agricultural markets, for the US is the world’s top exporter of agricultural products in general and cereal crops in particular.\(^\text{17}\) By any measure, US crop production is a large industry, with $143$ billion in sales in 2007 (US Census of Agriculture). Among the world’s four most important crops (wheat, rice, corn, and soybeans, which account for 75\% of crop production worldwide in caloric terms), US output accounts for roughly 23\% of worldwide output in caloric terms (Roberts and Schlenker, 2013).

1.3.1. Land use data. The National Agricultural Statistics Service’s Cropland Data Layer (CDL) program features finely detailed land cover data for the United States.\(^\text{18}\) The CDL’s land cover classifications include over 50 different crops as well as about 20 non-crop classifications (e.g., grassland, forest, water, several levels of developed land). Since 2008, the annual CDL data have provided field-level resolution (30m or 56m) of the entire United States.

I construct a panel of land use outcomes using the CDL data for 2006-2012. Fields are defined as points on an 840m sub-grid of the CDL’s grid. The CDL covers the entire contiguous US 2008-2012, but only some states in 2006 and 2007. Consequently, my panel is unbalanced, with 5-7 land use observations per field. I avoid CDL data from before 2006 because they are less reliable and cover fewer states.

After excluding water, protected land, and developed land, remaining points were classified as cropland or non-cropland. Table 4 lists the share of points in cropland by point and the initial year in the panel by state.

This outside option lumps together several alternative land uses, which is partly a simplification and partly due to limitations in the data. The CDL data performs poorly when it comes to distinguishing among

\(^{17}\)Based on export values, FAOSTAT Database on Agriculture, visited 10/31/2012.

\(^{18}\)See http://nassgeodata.gmu.edu/CropScape/ for data and Boryan et al. (2011) for a description data inputs, classification system, and validations procedures.
unmanaged grassland, pasture, and hay. These land uses are lumped together into the “other” land use category, which also includes other forms of unmanaged land such as shrubland, forests, and wetlands.

Further details regarding the land use data are included in Appendix 1.9.1.

1.3.2. Expected returns. Before constructing a measure of the average returns to cropland, I construct expected returns separately for each of eleven crops: corn, sorghum, soybeans, winter wheat, durum wheat, other spring wheat, barley, oats, rice, upland cotton, and pima cotton (denote this set of crops by C). These crops account for about 94% of harvested cropland (excluding hay) in the US, according to the 2007 Census of Agriculture.

As mentioned in Section 1.2, expected returns should be a reflection of farmers’ incentives during planting season, when land managers must commit to a particular land use. I bring together data on prices received by farmers, futures prices during planting season, costs, yields, and weather to construct expected returns at the county level.

In the models I estimate, each US county defines an observable type of field. In some specifications, I allow for unobservable within-county heterogeneity in fields’ parameters, but the returns variable is always measured at the county level. Letting $z$ index counties, the expected returns to planting crop $c$ in county $z$ in year $t$ are given by

$$R_{czt} = (P_{czt} - e_{czt}) \cdot YIELD_{czt}$$

where $P_{czt}$ represents the expected output price (including government payments), $YIELD_{czt}$ is the expected yield (output per acre), and $e_{czt}$ represents a unit production cost.

The unit cost variable $e_{czt}$ is obtained from cost and returns estimates published by the USDA Economic Research Service, computed by dividing average operating costs by average yield at the level of ERS Resource Regions. Since many costs are incurred relatively early in the planting year, it may be reasonable to use realized cost data in constructing expected returns.

The expected price variable $P_{czt}$ is constructed using futures prices, historical state-level prices received, and information on government payments. County-level expected yields $YIELD_{czt}$ are based on historical yields and weather data. In the remained of this section, I provide an overview of how expected prices and yields are constructed. Further details can be found in Appendix 1.9.

---

19The distinctions among grassland, hay, and pasture have more to do with management practices than the type of plant covering the ground, so it is unsurprising that these land use types are difficult to tell apart from space. Unfortunately, these difficulties go beyond satellite scan data. Hay and pasture are hard to deal with in general because “hay farming” encompasses a diverse set of farming practices and plant species. Several quite different grasses and legumes are all considered hay, and it’s not clear where to draw the line between hay and pasture – e.g., how should we classify a field of grass which is both harvested and used for grazing livestock?

20Strictly speaking, equation (1.16) assumes more than just risk-neutrality, for it ignores the covariance between realized prices and yields. However, this covariance is plausibly small for an individual farmer.
1.3.3. Expected yields. Expected yields are based on historical county-level yield estimates from the National Agricultural Statistics Service (NASS) together with detailed historical weather data.\footnote{I thank Wolfram Schlenker and Michael Roberts for sharing this weather data.}

I estimate a model of yields similar to those estimated by Schlenker and Roberts (2009):

\[
\ln (YIELD_{czt}) = \theta_{cz} + \theta_{cw} W_{zt} + \theta_{ct} t + \varepsilon_{czt}
\]

where \(W_{zt}\) includes weather variables described in Appendix 1.9, \(\theta_{cz}\) is a county-level fixed effect, and \(\theta_{ct}\) is a linear time trend. I estimate the model using 1981-2005 data. Separate models are estimated for each crop and ERS production region.

County-level expected yields are simply fitted values to equation (1.17) using the county’s historical mean values of \(W_{zt}\).

For some county-crop pairs, NASS yield data was unavailable (or only available for a few years). For such county-crop pairs, I impute fixed effects (\(\theta_{cz}\)) based on a weighted average of the fixed effects of nearby counties, as long as some other county within 160km were included in the fixed effects regression (see Appendix 1.9.3 for details).

Figures 1.4-1.6 illustrate that my expected yields variables are excellent forecasts of average county-level yields between 2006 and 2011 (noting that no data from 2006-2011 were used to make the forecasts). The yields forecasts prove effective even for counties with fixed effects imputed from neighbors.\footnote{For some county-crop pairs, NASS estimates feature little or no county-level information about yields prior to 2005, but some information about yields since 2006 – these are the crop-county pairs which I’m able to plot in Figures 1.4-1.6 although they were not included in the fixed effects regressions. For many county-crop pairs with imputed fixed effects, no validation data is available.}

1.3.4. Expected prices. Expected prices are based on futures contract prices for corn, soybeans, wheat, and oats, and cotton from the Chicago Board of Trade (CBOT) and New York Board of Trade (NYBOT) together with information about government payments.

I use a simple forecasting model to map futures prices on commodity exchanges to expected prices received by farmers. I estimate the following equation using 1997-2011 data:

\[
P_{cst}^{rec} = \theta_{1cs} + \theta_{2cs} P_{ct}^{fut} + \varepsilon_t
\]

where \(P_{cst}^{rec}\) is the price received for crop \(c\) in state \(s\) in year \(t\), \(P_{ct}^{fut}\) is a reference price.

The reference price \(P_{ct}^{fut}\) corresponds the price, during planting season, of a futures contract expiring in November or December of year \(t\). The reference price contract for each crop is listed in Table 3.
Expected market prices are defined as fitted values to equation (1.18):

\[
P_{m}^{cst} = \hat{\theta}_{1cs} + \hat{\theta}_{2cs}P_{fut}^{ct}.
\]

Since the expected returns variable represents land owners' incentives at the time when land use decisions are made, it should coincide with planting season (or precede it slightly, since crop insurance sign ups, fertilizer application, and some input purchases precede the actual planting process). Unfortunately, there is considerable heterogeneity with respect to the timing of crop planting. The biggest difference comes from the fact that most crops are planted in the spring, but some are planted in the fall, including winter wheat. To deal with differences in planting seasons, I actually estimate two versions of equation (1.18), corresponding to the two different planting seasons. Expected market-level prices at the county level are taken from one version or the other, depending on which crops are typically planted in the county (see Appendix 1.9 for details).

Figure 1.1 displays the distribution (over US states) of corn and wheat expected market prices for each year and planting season.

Because of government payments, expected market prices do not fully represent the effective price per unit of output that a farmer can expect. I take into account counter-cyclical payments which kick in when

---

**Figure 1.1.** Expected market prices over time
market prices fall below a target price.\footnote{In a previous version of the paper, direct payment rates (government subsidies which do not depend on market conditions) were also included, but in most cases such payments do not depend on the decision of whether to plant crops or not in the US. If a farmer is eligible for direct payments, she will generally receive them even if she doesn’t actually plant crops (as long as her land is still used for agricultural purposes). Similarly, planting new acres will not immediately increase the direct payments a farmer is eligible to receive.} The expected price received by farmers is

\[ P_{czt} \equiv \max \{ P_{mct}, TP_{ct} \}, \]

where $TP_{ct}$ denotes the target price for crop $c$ in year $t$ as reported by the Farm Service Agency.

1.3.5. Aggregating over crops. To construct an aggregate measure expected returns to planting crops, I take a weighted average of expected returns:

\[ R_{crops,z,t} = \frac{\sum_{c \in C_z} A_{cs} R_{czt}}{\sum_{c \in C_z} A_{cs}} \]

where $s$ denotes the US state containing county $z$, $A_{cs}$ is the average annual harvested area of crop $c$ in state $s$ (from 1981-2006), and $C_z$ is the set of crops for which I am able to construct $R_{czt}$.

Differences in the set of crops used to construct expected returns $C_z$ across counties is a potential cause for concern. This problem is alleviated to some extent by computing yields forecasts even for counties in which historical yield data for crop $c$ is limited or non-existent (as described in Section 1.3.3). However, this strategy relies on imputing intercept terms based on intercept terms for nearby counties, and it would be unrealistic to extend the definition of nearby counties too far.

To ensure that the set $C_z$ does not vary too much across counties within a given US state, a county $z$ is included in my sample only if

\[ \frac{\sum_{c \in C_z} A_{cst}}{\sum_{c \in C_z} A_{cst}} > .9 \]

for every year $t$. In other words, I drop county $z$ if I am not able to construct $R_{czt}$ for crops which account for at least 90% of the acreage within $C$ at the state level.

Other counties are excluded from my estimation because the crops in $C$ constitute a small fraction of the crops planted in those counties (see Appendix 1.9.5 for details).

After all exclusions, there are 1990 counties remaining in my sample; collectively, they contain over 90% of US cropland, according to the 2007 Census of Agriculture. Table 4 displays the number of counties in the sample by US state, and Figure 1.2 is a map illustrating which counties are in the sample.
1.4. Estimation

The model presented in Section 1.2 was focused on a set of fields which shared profit function parameters $\alpha$, observable returns $R_t$ and unobservable shocks $\xi_t$. To extend the model to have observable field-level heterogeneity, I simply index these variables by the observable type $(\alpha_z, R_{zt},$ and $\xi_{zt})$, noting that the regression equation can be constructed separately for each type $z$.

Consistent with the notation in Section 1.3, observable characteristics $z$ correspond to counties. Observable characteristics could also be based on soil characteristics and weather patterns, but the variation in these variables within-county is relatively small.\(^{24}\) In Section 1.4.2, I explain how I extend the model to observable heterogeneity.

1.4.1. Truncation and smoothing of choice probability estimates. Conditional choice probability estimates can, in principle, be obtained directly from choice data as frequencies estimates. However, a problem with frequency estimates is the possibility that some estimated frequencies will be zero or one, in which case the Hotz-Miller inversion is not well-defined (for logit errors or any other distributional assumption with full support), and the regression equation cannot be constructed as described above.

The simplest way to avoid conditional choice probabilities estimates of zero and one is to truncate them, or replace any frequencies of zero (one) with an estimate which is very close but slightly larger (less) than zero (one). Specifically, I use the following truncation formula:

\[
\hat{p}_{zt} (crops, k) = \max \left\{ \min \left\{ \hat{p}_{freq}^{zt} (crops, k), \frac{1}{2(N+10)} \right\}, 1 - \frac{1}{2(N+10)} \right\}
\]

where $\hat{p}_{freq}^{zt} (crops, k)$ represents the frequency estimate of conditional choice probability $p_{zt} (crops, k)$. Assuming that true values of conditional choice probabilities fall in the interior of the unit interval, the probability of having to truncate a CCP falls to zero as the number of fields grows, and so truncation does not affect consistency and other asymptotic properties of the estimation strategy.

Another possibility is to smooth choice probabilities across neighboring counties. Even when extremal frequency estimates are not an issue, smoothing conditional choice probabilities may reduce sampling variance.\(^{25}\) However, smoothing has downsides in that it will mechanically introduce spatial autocorrelation and could bias downward the responsiveness of choice probabilities to variables which shift the returns to planting crops.

\(^{24}\)Initially, I experimented with using only agro-climactic characteristics to define field types, but I found that there were persistent differences in yields across counties which could not be explained by the underlying agro-climactic characteristics of the fields within counties. Thus, counties plausibly capture some important spatial economic characteristics.

\(^{25}\)In the context of estimating entry/exit games, Pakes et al. (2007) show that smoothing across state variables improves the finite sample performance of their estimators substantially.
In specifications without unobservable heterogeneity, my smoothing procedure amounts to taking a weighted average of frequency estimates, with weights inversely proportional to distances between counties. The smoothed estimates are:

\[
\hat{p}_{zt} (\text{crops}, k) = \frac{\sum_{z' \in Z_s} w_{zz'} \hat{p}_{zt}^{\text{freq}} (\text{crops}, k)}{\sum_{z' \in Z_s} w_{zz'}}
\]

where \(Z_s\) is the set of counties within US state \(s\), and the smoothing weight \(w_{zz'}\) is inversely proportional to the square of the distance between counties: \(w_{zz'} = (1 + d_{zz'}/4)^{-2}\), where \(d_{zz'}\) is the distance between \(z\) and \(z'\) measured in kilometers. If \(z\) and \(z'\) are not within the US state, then \(w_{zz'} = 0\), even if they are adjacent.\(^{26}\) Smoothing weights drop off very quickly; the median county has 93.3% of the total weight on its own frequency estimate, and the lowest own-county weight is over 84%.

After smoothing or truncating, I use the resulting conditional choice probabilities to construct dependent variables \(Y_{zt}\), as in the derivation of equation (1.15). Table 6 compares results for CCP smoothing to CCP truncation.

1.4.2. Extension to unobservable heterogeneity. Ignoring unobservable heterogeneity could bias dynamic estimation results. For example, the persistence of a particular land use could be rationalized by appealing to switching costs or unobservable heterogeneity. When both factors are present, failure to account for unobservable heterogeneity may overstate the switching costs. While it’s difficult to predict how counterfactuals will be affected by unobservable heterogeneity \(ex \ ante\), it’s worth assessing how incorporating unobservable heterogeneity affects the results, if only to evaluate its importance in obtaining reliable estimates of agricultural supply responses.

As described above, the empirical approach without unobservable heterogeneity involves first estimating conditional choice probabilities, then constructing a regression equation. With unobservable heterogeneity, I follow the same two steps, but the first-stage estimation of CCP’s involves the estimation of a mixture model using the Expectation-Maximization (EM) algorithm, which Arcidiacono and Miller (2011) introduced to the estimation of dynamic discrete choice models with unobservable heterogeneity.\(^{27}\)

I assume that each field has a persistent unobservable binary characteristic: \(\zeta_i \in \{0, 1\}\). We can think of \(\zeta_i = 1\) as indicating that field \(i\) is relatively well suited to cultivation. In contrast, fields with \(\zeta_i = 0\) might have poor soil or steep terrain features which would make it difficult to cultivate the field.

---

\(^{26}\)I measure the distance between counties in terms of the distance between centroids of the counties. The centroid of a county was calculated by averaging the coordinates of all points in my sample.

\(^{27}\)Also see McLachlan and Peel (2000) for a textbook treatment of the EM algorithm and Dempster et al. (1977) for the seminal reference.
Some new parameters are involved in the estimation of the mixture model. Each county has an unre-
stricted joint distribution of unobservable types and field states in the initial period:

\[ \mu_z (\zeta, k) \equiv Pr (k_{i1} = k, \zeta_i = \zeta | i \in I_z) \]

where \( I_z \) is the set of fields in county \( z \). Furthermore, conditional choice probabilities must now be indexed by the unobservable characteristics \( (p_{z\zeta t} (j, k)) \).

Identification of dynamic discrete choice models with unobservable heterogeneity is a relatively new
topic, so it’s worth commenting on how this model is identified. Conditional on a field’s state in period \( t \),
lagged land use decisions should have no impact on its current land use decision. However, we might observe
in the data that fields with a given state \( k \) at time \( t \) are more likely to be in crops if they have also been in
crops for each of the five years before \( t \). If we’re confident in the model of field states, then the persistence of
cropland beyond what can be explained by field states may be evidence of unobservable heterogeneity. Thus,
identification intuitively comes from correlations in agents’ decisions over time which are not explained by
field states. Consequently, identification relies crucially on the model of field states.\(^{28}\)

The posterior distribution on the unobservable type \( \zeta \) for a given field is a function of type-specific
conditional choice probabilities, the initial distribution of unobservable types \( \mu_z \), and the field’s land use
history:

\[ q_i \equiv Pr (\zeta_i = \zeta | j_i, k_i) = \mu_z (\zeta, k_{i1}) \prod_{t=1}^{T} p_{z\zeta t} (j_{it}, k_{it}) \]

where \( j_i = (j_{i1}, j_{i2}, \ldots, j_{iT}) \), and \( k_i = (k_{i1}, k_{i2}, \ldots, k_{iT}) \).

The EM algorithm iteratively updates estimates of \( \mu, p, \) and \( q \) until convergence. Let the superscript
\((m)\) denote values at the \( m \)th iteration.

The E step updates posterior probabilities \( q_{i\zeta}^{(m)} \) based on CCP estimates \( p_{z\zeta t}^{(m)} (\text{crops}, k) \) and prior prob-
abilities \( \mu_{z\zeta}^{(m)} (k) \):

\[ q_{i\zeta}^{(m)} = \mu_{z\zeta}^{(m)} (k_{i1}) \prod_{t=1}^{T} p_{z\zeta t}^{(m)} (j_{it}, k_{it}) . \]

The M step goes in the other direction, estimating conditional choice probabilities and initial type
probabilities, taking the posterior probabilities \( q^{(m)} \) for granted. Conditional choice probabilities estimates

\(^{28}\) For my model, Kasahara and Shimotsu (2009), Proposition 4, implies that at least three periods of aggregate county-level
CCP’s \( (p_{zt}) \) are generically sufficient to identify type-specific CCP’s \( (p_{z\zeta t}) \) and the initial type-state distribution function \( (\mu_z) \).
(at the \(m\)th iteration) can be computed as follows:

\[
\hat{p}^{(\text{freq.,}m)}_{z\xi t}(j, k) = \frac{\sum_{i \in I_z} q_{\xi i}^{(m-1)} D_{it}(j, k)}{\sum_{i \in I_z} q_{\xi i}^{(m-1)} D_{it}(k)},
\]

(1.27)

\[
\hat{p}^{(m)}_{z\xi t}(j, k) = \frac{\sum_{z' \in Z_z \omega} w_{zz'} \hat{p}^{(\text{freq.,}m)}_{z'\xi t}(j, k)}{\sum_{z' \in Z_z \omega} w_{zz'}},
\]

(1.28)

where \(D_{it}(j, k) = 1\) if \(j_{it} = j\) and \(k_{it} = k\) and \(D_{it}(j, k) = 0\) otherwise; similarly for \(D_{it}(k)\). Notice that \(\hat{p}^{(\text{freq.,}m)}_{z\xi t}(\text{crops}, k)\) is the analog of a frequency CCP estimate, but weighted by posterior type probabilities. Naturally, \(\hat{p}^{(m)}_{z\xi t}(\text{other,} k) = 1 - \hat{p}^{(m)}_{z\xi t}(\text{crops}, k)\).

I update the prior distribution of field states and unobservable types as follows:

\[
\hat{\mu}^{(m)}_{\xi z}(k) = \frac{\sum_{i \in I_z} q_{\xi i}^{(m-1)} D_{i1}(k)}{\sum_{i \in I_z} q_{\xi i}^{(m-1)}}.
\]

(1.29)

The EM algorithm involves iterating on the E step (equation (1.26)) and the M step (equations (1.27-1.29)) until convergence.\(^{29}\)

The log-likelihood function for this mixture model can be written as follows:

\[
\sum_z \sum_{i \in I_z} \log \left( \sum_{\xi} \mu_{z}(\xi, k_{i1}) \prod_{t=1}^{T} p_{z\xi t}(j_{it}, k_{it}) \right).
\]

(1.30)

In the special case where only own-county weights \(w_{zz}\) are non-zero, the above algorithm is indeed a traditional implementation of the EM algorithm. However, in general the algorithm is non-standard in that it does not converge to a local maximum of the likelihood function. In particular, the way conditional choice probabilities are updated in equations (1.27-1.28) does not necessarily increase the likelihood function, so iterations do not necessarily monotonically increase the likelihood function.

The lack of the EM algorithm’s traditional monotonicity property removes the theoretical guarantee that the above algorithm will converge. However, as pointed out by Arcidiacono and Jones (2003), if it does converge (which it always does, in my experience), then it converges to values which satisfy equations (1.26-1.29). Then, these equations can be seen as defining a method-of-moments estimator, and the EM algorithm can be seen as a tool for implementing that method-of-moments estimator.

When using CCP truncation rather than smoothing, cross-county weights are set to zero so that standard frequency estimates are used in the EM algorithm. Consequently, the traditional monotonicity property holds. The truncation described by equation (1.22) is applied only after the EM algorithm has converged.

\(^{29}\)The terminal condition of I use requires that the likelihood function not change by more than \(10^{-7}\) in absolute value for ten successive iterations.
1.4.3. Identifying assumptions. I do not model $R_{other,z,t}$ because the data on the returns to competing land uses is limited (especially for pasture land, which is the main competing land use for cropland in much of the US). Thus, $\Delta R_{zt} = R_{crops,z,t}$ in the model I estimate, effectively setting $R_{other,z,t} = 0$ and allowing the unobservable supply shock term to absorb variation in returns to competing land uses. Hereafter, I simply write $R_{zt}$ to denote $R_{crops,z,t}$.

The returns to competing land uses are plausibly correlated with variation in crop returns both in the cross section and over time. For example, if a farmer’s outside option is grazing cattle, then the unobservable shock in my model will be correlated with beef prices. Beef and crop output prices are correlated because feed grains are an important input in beef production. Therefore, the expected returns to grazing cattle (and the unobservable shock term) is likely correlated with crop returns over time. Furthermore, endogeneity problems in the cross section can result from the fact that land which is productive in growing crops is typically also productive in growing forage.

For these reasons, it is important to control for correlations between observed and unobserved returns in both the cross section and over time. To deal with correlations between unobserved and observed returns in the cross section, I include county-level fixed effects. To deal with correlations between unobserved and observed returns over time, I assume only that period-$t$ levels of observed returns $R$ are uncorrelated with subsequent changes in unobserved returns $\xi$, allowing for correlation between the levels of observed and unobserved returns at any given time. In the remainder of this section, I lay out the regression equations and identifying assumptions explicitly.

To simplify notation, let $n = (z, \zeta, k)$. A linear regression equation can be written out for a given choice of $n$:

$$Y_{nt} = \tilde{\Delta}a_{0n} + \alpha R_{nt} + \tilde{\Delta}\xi_{nt} + \Delta\epsilon^V_{nt}.$$  

Equation (1.31) seems to call for a standard fixed effects estimation strategy. However, this would implicitly require dubious identifying assumptions.

The rational expectations assumption implies the moment

$$\forall t : E \left[ \Delta\epsilon^V_{nt} R_{nt} \right] = 0.$$  

However, fixed effects estimation requires a stronger assumption:

$$\forall t, t' : E \left[ \Delta\epsilon^V_{nt} R_{nt'} \right],$$  

$$\forall t : E \left[ \Delta\epsilon^V_{nt} R_{nt} \right] = 0.$$  

However, fixed effects estimation requires a stronger assumption:
which is not implied by the model and indeed unlikely to be true when considered carefully. For example, condition (1.33) requires the expectational error term for period \( t \) to be uncorrelated with returns in period \((t + 1)\). Recalling that the expectational error term is the difference between the time-\( t \) expectation of the time-\((t + 1)\) value function and its realization, of course returns in period \((t + 1)\) are one of the most important determinants of the expectational error term for period \( t \).

A similar identification problem is considered by Arellano and Bond (1991), and their solution applies. Specifically, rather than using the standard fixed effects estimator, a first differences strategy can be used to remove the fixed effects, and the earlier values of explanatory variables (or further lagged values) can be used as instruments.

Formally, after taking first differences of equation (1.31),

\[
Y_{n,t+1} - Y_{nt} = \alpha_R \zeta (R_{n,t+1} - R_{nt}) + (\tilde{\Delta} \xi_{n,t+1} - \tilde{\Delta} \xi_{nt}) + (\Delta \varepsilon^V_{n,t+1} - \Delta \varepsilon^V_{nt}).
\]

We can then consistently estimate \( \alpha_R \zeta \) using equation (1.34) with \( R_{nt} \) as an instrument for \((R_{n,t+1} - R_{nt})\) given the identifying assumption:

\[
E \left[ R_{nt} (\tilde{\Delta} \xi_{n,t+1} - \tilde{\Delta} \xi_{nt}) \right] = 0,
\]

noting that \( E \left[ R_{nt} (\Delta \varepsilon^V_{n,t+1} - \Delta \varepsilon^V_{nt}) \right] = 0 \) follows from the rational expectations assumption.

The instruments I use are the lagged returns variable, expected caloric yields, and a constant term.

1.4.4. Static and myopic models. A myopic model features agents who lack forward-looking behavior but still allows for state dependence (i.e., the profit function may depend on the field state). In other words, a myopic model is a special case of the model described above with \( \beta = 0 \).

The regression equation for a myopic model (without unobservable heterogeneity) can be written as follows:\(^30\)

\[
\ln \left( \frac{p_{zt} (\text{crops}, k)}{p_{zt} (\text{other}, k)} \right) = \alpha_{0z} + \alpha_R R_{zt} + \xi_{zt}.
\]

Equation (1.35) makes it clear why ignoring forward looking behavior might lead to biased parameter estimates. If \( \beta > 0 \), the dependent variable in the regression equation implied by the model is

\[
Y_{tk} = \beta \ln \left( \frac{p_{zt+1} (\text{crops}, 0)}{p_{zt+1} (\text{crops}, \text{other}, k)} \right).
\]

Thus, the dependent variable in the myopic model is missing a dynamic correction term if \( \beta > 0 \).

\(^{30}\)I have omitted difference operators to simplify the notation here, but the \( \alpha_{0z} (k) \) in equation (1.35) should still be regarded as a function of differences in parameters of the payoff function (the \( \alpha_{0j} (j,k) \) terms).
1.4. ESTIMATION

Static models are more restrictive than myopic models in that they also rule out state dependence – formally, a static model is a special case of the model in which the set of field states is degenerate – i.e., $\bar{k} = 0$ and $K = \{0\}$. The regression equation for a static model is similar to equation (1.35), but with no dependence on $k$:

\begin{equation}
\ln \left( \frac{p_{zt}(\text{crops})}{p_{zt}(\text{other})} \right) = \alpha_{0z} + \alpha R_{zt} + \xi_{zt}.
\end{equation}

1.4.5. Defining elasticities. Elasticities for static models (without unobservable heterogeneity) are computed as follows:

\begin{equation}
\left( \sum_z A_{zt} \right)^{-1} \sum_z \left( \frac{\partial A_{zt}}{\partial R_{zt}} (R_{zt'} - R_{zt}) \right) \left( \frac{P_{zt}}{P_{zt'} - P_{zt}} \right),
\end{equation}

where $A_{zt}$ represents the area of cropland in county $z$ during year $t$, and $P_{zt}$ is a weighted average of crop prices.\(^{31}\)

While there is a natural definition of elasticities in static models, dynamic models feature many elasticities one might be interested in. For understanding the impacts of a long-run shift in demand like the US biofuels mandate, it is crucial to understand how farmers respond to a long-run change in prices. For dynamic models (including myopic models), I compute an aggregate long-run acreage-price elasticity as follows:

\begin{equation}
\left( \sum_z \sum_\zeta A^*_z (R_{zt}) \right)^{-1} \left( \sum_z \sum_\zeta (A^*_z (R_{zt'}) - A^*_z (R_{zt})) \right) \left( \frac{P_{zt}}{P_{zt'} - P_{zt}} \right)
\end{equation}

Where $A^*_z (R)$ is the steady-state acreage of fields in county $z$ of type $\zeta$, given expected crop returns fixed at $R$ indefinitely. When solving $A^*_z$, I assume that the unobservable shocks are fixed at the average values of the estimated annual shocks.

I report arc elasticities of acreage changes with respect to a 10% increase in all crop output prices. Formally, $t = 2012$ in equations (1.38-1.39), and $t'$ is a counterfactual period in which expected output prices are 10% higher than their 2012 levels.

Calorie-price elasticities are calculated in the same manner as acreage-price elasticities, but with caloric yields multiplying acreages. Yields are taken to be exogenous (and fixed at 2012 levels) so that calorie-price elasticities reflect only extensive responses and not intensive responses. Caloric yields are weighted averages of crop-specific yields, using the same weights used for returns (equation (1.20)).

\(^{31}\)County-level prices are averaged across crops using the same weights as county-level returns – see equation (1.3.5).
1.5. Results

Table 1. Long-Run Price Elasticities for Different Specifications

<table>
<thead>
<tr>
<th></th>
<th>No Unobs. Heterogeneity</th>
<th>Two Types Per County</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acreage</td>
<td>Calorie</td>
</tr>
<tr>
<td>Static model ($\bar{k} = 0$)</td>
<td>-0.0012</td>
<td>-0.0013</td>
</tr>
<tr>
<td></td>
<td>(0.0358)</td>
<td>(0.0359)</td>
</tr>
<tr>
<td>Myopic models ($\beta = 0$) $\bar{k} = 1$</td>
<td>0.0703</td>
<td>0.0693</td>
</tr>
<tr>
<td></td>
<td>(0.1427)</td>
<td>(0.1416)</td>
</tr>
<tr>
<td>$\bar{k} = 2$</td>
<td>0.0171</td>
<td>0.0160</td>
</tr>
<tr>
<td></td>
<td>(0.1839)</td>
<td>(0.1820)</td>
</tr>
<tr>
<td>Dynamic models ($\beta = .9$) $\bar{k} = 1$</td>
<td>0.6669</td>
<td>0.6144</td>
</tr>
<tr>
<td></td>
<td>(0.5470)</td>
<td>(0.5031)</td>
</tr>
<tr>
<td>$\bar{k} = 2$</td>
<td>0.4757</td>
<td>0.4519</td>
</tr>
<tr>
<td></td>
<td>(0.5151)</td>
<td>(0.4932)</td>
</tr>
</tbody>
</table>

CCP truncation was used in the first stage and first differences with instruments were used in the second. Standard errors in parentheses.

1.5. Results

Table 1 presents long-run elasticity estimates for different assumptions on unobservable heterogeneity and field-level dynamics. While static analysis suggests that crop supply is highly inelastic – long-run acreage-price and calorie-price elasticities are less than .06 – dynamic models generate long-run elasticities from on the order of .4-.5.

Dynamic and myopic specifications differ only in the imputed discount factor (.9 and 0, respectively), but this impacts long-run elasticity estimates dramatically. Myopic models generate long-run elasticity estimates which are insignificantly different from zero.  

In dynamic specifications, I effectively lose $\bar{k}$ periods of choice probability data from the beginning of my choice data sample because $\bar{k}$ periods of choices must be observed to infer field states. Furthermore, with $\beta > 0$, I cannot construct the dependent variable for the final period of observed choice data (see equation (1.15)). The most flexible dynamic specification I estimate features $\bar{k} = 2$, so with choice data spanning 2006-2012, the effective sample period used in my most flexible dynamic specification 2008-2011. In Table 1, the samples are harmonized across specifications so that differences in result do not reflect differences in the effective samples.

32 Standard errors are computed allowing for spatial and temporal autocorrelation. See Section 1.8.1 for details.
Differences between elasticity estimates between these different specifications can largely be explained by considering differences in dependent variables. First, consider the difference between a static model and myopic model without unobservable heterogeneity. While the dependent variable for the myopic model features choice probabilities which are specific to a certain field state,

\[(1.40) \quad \ln \left( \frac{p_{zt}(k)}{1 - p_{zt}(k)} \right),\]

the dependent variable for a static model is aggregated over field states:

\[(1.41) \quad \ln \left( \frac{p_{zt}}{1 - p_{zt}} \right) = \ln \left( \frac{\sum_k \mu_{zt}(k) p_{zt}(k)}{1 - \sum_k \mu_{zt}(k) p_{zt}(k)} \right),\]

where \(\mu_{zt}(k)\) is the proportion of fields in state \(k\) within county \(z\) during year \(t\). This aggregation can mute the apparent responsiveness of cropland to acreage changes. For example, it might be the case that the transition rate from non-cropland to cropland increases dramatically at high price levels. However, if the share of land in crops is typically small, the aggregate share of land in crops will increase only slightly when crop prices are high. Thus, a static model could predict a small acreage-price elasticity and fail to capture the elevated transition rate. In reality, the elevated transition rate might lead to a very large acreage response when prices are held at elevated levels for a long time. Thus, a static model effectively captures short-run correlations between acreage and returns in the data, and there’s good reason to expect that these short-run correlations might understate actual long-run responses.

As noted in Section 1.4.4, dynamic and myopic models can be estimated from regression equations which are identical but for different dependent variables – the dependent variable in models with \(\beta > 0\) includes an additional dynamic correction term. Furthermore, this correction term in dynamic models is a function of future conditional choice probabilities. Since agricultural commodity prices exhibit positive autocorrelation over time, current returns will generally be correlated with future returns, which are naturally correlated with future realizations of conditional choice probabilities. This means that the dynamic correction term cannot be written off as exogenous measurement error, and it should not be surprising that forward-looking dynamic specifications yield different parameter estimates than their myopic counterparts.

Table 2 provides a more detailed summary of estimation results for dynamic models. For models with unobservable heterogeneity, it is the low field types (those with a lower probability of being planted in crops) which have a higher value of the sensitivity parameter \(\alpha_R\). High field types tend to be in cropland most of the time, and the results reflect that their choice probabilities respond little to variation in expected returns.
1.6. Implications for the US biofuels mandate

To give some meaning to my elasticity estimates and as a preliminary assessment of their policy implications, I revisit Roberts and Schlenker’s (2013, hereafter “RS”) evaluation of the US biofuels mandate.

RS estimate a worldwide supply elasticity in the neighborhood of 0.1 using a static specification. While dynamics is the difference that I want to highlight in this comparison, another major difference in the results is that they estimate a supply elasticity for the entire world, whereas I estimate a supply elasticity for the US. Of course, the supply elasticity could differ between the US and the rest of the world, meaning that differences between my estimates and RS involves more than the difference between static and dynamic specifications. On the other hand, my static results suggest even lower elasticities than RS report, so the comparison of our elasticities might actually understate the difference resulting from dynamic modeling.
As RS explain, the US biofuels mandate is met mostly by corn ethanol, and the corn used to produce this ethanol corresponds to a staggering 5% of worldwide caloric production of major crops. Furthermore, it is arguably realistic to claim that the US biofuels mandate corresponds to a long-run increase in demand. While US Renewable Fuel Standards are scheduled to require increasing amounts of biofuels other than corn ethanol (which arguably have a smaller impact the human food and animal feed supply), the absolute quantity which may come from corn ethanol is not scheduled to decrease (US EPA, 2011).

The effective long-run increase in worldwide crop demand caused by the mandate is plausibly less than 5% because a substantial by-product of corn ethanol production is distillers dried grain (DDG), which is now popular in animal feed blends in the US. Thus, some portion of the corn diverted to the biofuels market actually comes back to the food and feed market. However, the DDG by-products correspond to about one third of the dry weight of the original corn inputs to ethanol production. Although the nutritional equivalence of unprocessed corn and DDG may be questioned, a natural assumption (and the assumption adopted by RS) is that one third of the corn used in ethanol production is effectively returned to the food and feed supply.

Thus, let’s assume that the US biofuels mandate corresponds to a 3.33% increase in long-run global crop demand. Assuming a demand elasticity for crop calories of -0.05 (within the range of what RS estimate), RS’s crop supply elasticity of 0.1 implies a 22% increase in prices and a 2.2% increase in crop acreage (assuming an acreage-price elasticity equal to the quantity-price elasticity). In contrast, the supply elasticities from my most flexible model (an acreage-price elasticity of .42 and calorie-price elasticity of .44) imply a 6.8% increase in prices, and a 3% increase in crop acreage.

In other words, replacing RS’s supply elasticity with mine implies a 35% larger land use response and 70% smaller price increase as a result of the US biofuels mandate.

Around the world, government supports for biofuels production present a particularly unfortunate dichotomy. While the reduced price effect makes the assessment of biofuels subsidies seem more positive – especially given the burden increased food prices place on less developed countries – the increased land use is likely to mean increased greenhouse gas emissions due the release of terrestrial carbon as land is cleared.

---

33It should be noted that this 5% figure does not include the crops used to produce the biofuels mandated by many other countries around the world.
34These calculations hold yields fixed, effectively ignoring the component of supply elasticities which would result from intensification. There is some evidence to suggest that yield-price responses may be small if not negligible (Berry and Schlenker, 2011), implying that acreage responses (the extensive response) would be the main source of crop supply responses. I calculate the price impact of the biofuels mandate following the same formula as RS:

$$\Delta p = \frac{\Delta q}{E_S - E_D}$$

where $\Delta p$ is the relative change in price, $\Delta q = 0.033$ is the relative change in demand resulting from the US biofuels mandate, and $E_S$ and $E_D$ are the calorie-price elasticities of supply and demand, respectively. The acreage effect is then given by $E_A \Delta p$, where $E_A$ is the acreage-price elasticiry.
Moreover, it should be noted that the relatively small price increase following from my elasticity estimate is based on plugging a long-run supply elasticity into a static equilibrium calculation. Even if the long-run price effect of the US biofuels mandate is as small as this 6.8% figure suggests, it is possible that the mandate had a much larger short run price effect, consistent with the spike in prices in 2008.

1.7. Conclusion

This paper’s main contribution is to formulate a flexible empirical approach for analyzing land use based on a model of dynamically optimizing landowners. The method is easily implemented, for I derive a linear regression equation which can be used to estimate the model (a construction of potential use in other single agent dynamic settings such as dynamic demand estimation). My empirical approach accommodates unobservable market-level shocks as well as unobservable heterogeneity, unavoidable difficulties in modeling land use at a disaggregated level.

Furthermore, I estimate long-run crop acreage elasticities for the United States based on a new land use panel data set. Relative to my results with forward looking landowners and unobservable field-level heterogeneity, I find that static and myopic models understate long-run acreage elasticities, and specifications without unobservable heterogeneity overstate acreage elasticities. A preliminary comparison of results suggests that static models understate the long-run land use effects (and indirect environmental costs) of biofuels mandates and overstate their long-run effects on food prices.

1.8. Technical Appendix

1.8.1. Standard errors with spatial and temporal dependence. Standard errors are based on Conley’s (1999) treatment of spatial autocorrelation in a Generalized Method of Moments (GMM) framework, noting that each regression in this paper falls within the GMM framework (whether a first-differences, fixed effects, or OLS specification, and whether or not instruments are used). Furthermore, Conley’s (1999) approach to calculating standard errors for data with spatial dependence is an extension of Newey and West’s (1987) approach to dealing with temporal dependence, and it can be applied to deal simultaneously with both spatial and temporal dependence.

Conley (1999) and Newey and West (1987) develop asymptotic theory for covariance matrix estimators which use weights between "nearby" observations which decline as the distance (and/or time duration) between the observations decreases. Furthermore, the weights change as the sample size increases. In practice, it is more common to simply use unit weights with some cutoff determining what count as "nearby" observations (Conley, 2008).
Let $\hat{g}_{zkt}$ represent the fitted value of moments for a given observation for a particular regression. Because regressions are estimated separately for each type, I omit the subscripts for unobservable types $\zeta$ from the notation. To simplify the notation further, let $s = (z,k,t)$, let $S$ represent the set of $(z,k,t)$ included in the regression, and let $N_s$ represent the number of elements in $S$. To give an explicit example, for the case of a first-differences regression with instruments (à la Arellano and Bond (1991)), fitted moments can be computed as follows:

$$\hat{g}_s = (Y_{zk,t+1} - Y_{zkt}) - \hat{\alpha}_R (R_{z,t+1} - R_{zt})$$

where $CYIELD_{zt}$ is the expected caloric yield for county $z$ in period $t$.

In computing standard errors, I estimate the asymptotic covariance matrix as follows:

$$\hat{V} = N_s^{-1} \sum_{s_1 \in S} \sum_{s_2 \in S} K(s, s') \hat{g}_{s_1} \hat{g}_{s_2}'$$

where $K$ is a uniform kernel which equals one when observations $s$ and $s'$ fall within the same period and have nearby locations, or when $s$ and $s'$ refer to the same $(z,k)$ and fall in adjacent periods. Formally,

$$K(s_1, s_2) = \begin{cases} 
1 & \text{if } z_1 = z_2, \text{ and } |t_1 - t_2| \leq 1 \\
1 & \text{if } d(z_1, z_2) \leq 100 \text{ and } t_1 = t_2 \\
1 & \text{if } st(z_1) = st(z_2) \text{ and } t_1 = t_2 \\
0 & \text{otherwise}
\end{cases}$$

where $d(z_1, z_2)$ represents the distance between the centroids of counties $z_1$ and $z_2$ in kilometers, and $st(z)$ represents the US state that county $z$ falls within. Thus, two counties are counted as “nearby” if they are within 100 kilometers of each other or if they are in the same state.

Table 6 includes standard errors for estimates computed with and without corrections for autocorrelation. Standard errors on elasticities and estimated parameter values in all other tables allow for autocorrelation.

### 1.8.2. Standard errors on long run elasticities

Standard errors on long-run elasticity estimates are calculated by simulating the estimated asymptotic distribution of parameters. Formally, let $LRE(\alpha)$ represent the long run elasticity given the vector of parameters $\alpha$. Means and standard errors for $LRE(\alpha)$ are calculated as follows:
\[ \mu_{LRE} = \frac{1}{400} \sum_{n=1}^{400} LRE(\alpha_n) \]

\[ SE_{LRE} = \sqrt{\frac{1}{399} \sum_{n=1}^{400} (LRE(\alpha_n) - \mu_{LRE})^2} \]

where \( \alpha_n \) represent random draws from the estimated asymptotic distribution of \( \alpha \).

### 1.8.3. Recovery of profit function parameters.

Before parameters of landowners’ profits functions can be computed, estimates of fixed effects must be computed, and then the profit function parameters can be recovered as described in Section 1.2.2.

Estimates of the fixed effects are computed as follows:

\[ \tilde{\Delta} \hat{\alpha}_{0z\zeta kt} = \frac{T_{z\zeta k} - 1}{T_{z\zeta k}} \hat{e}_{z\zeta kt} \]

where \( \hat{e}_{z\zeta kt} \equiv Y_{z\zeta kt} - \alpha_{\zeta R} R_{z\zeta kt} \), and \( T_{z\zeta k} \) is the number of observations of \((z, \zeta, k)\).

Then, with the estimated regression equation intercepts \( \tilde{\Delta} \hat{\alpha}_{0z\zeta kt} \) in hand, intercepts of the profit function \( \hat{\alpha}_{0z\zeta kt} \) can be recovered as described in footnote 16.

### 1.8.4. Regression weights.

Conditional choice probabilities will be more precisely estimated for field states with large numbers of fields in that state. Given estimates of choice probabilities and the distribution of field types from the first stage, I construct weights to be used in the second stage which are inversely proportional to the estimated standard error of the constructed dependent variable.

The same weights are use for a given \((z, \zeta, k)\) across periods \( t \), calculated as follows:

\[ p_{z,\zeta,k} = \frac{\hat{N}_{z,\zeta,k} p_{z,\zeta,k}}{T_{z} \sum_{t} \min\{\hat{p}_{z,\zeta,t}(crops,k), \hat{p}_{z,\zeta,t}(other,k), \hat{p}_{z,\zeta,t+1}(crops,0), \hat{p}_{z,\zeta,t+1}(crops,\kappa)(other,k)\}} \]

where

\[ w_{z,\zeta,k}^{Y} \equiv \hat{N}_{z,\zeta,k} p_{z,\zeta,k} \left(1 - p_{z,\zeta,k}\right) \]

where \( T_{z} \) is the number of periods of CCP estimates for county \( z \), and \( \hat{N}_{z,\zeta,k} \) is the estimated average number of fields in field state \( k \) in county \( z \) of type \( \zeta \).

Table 6 illustrates the impact of incorporating regression weights on long run elasticities. Estimates in all other tables are based on regressions with weights.

### 1.8.5. First stage choice probability estimation.

For specifications with unobservable heterogeneity, choice probabilities are estimated by alternating between the expectation step (equation (1.26)) and
maximization step (equations (1.27-1.29)) until the change in the likelihood function between full iterations is less than $10^{-7}$ for ten successive iterations. This first-stage estimation is run separately for each specification and US state.

1.8.6. Generalizing the regression equation derivation. In this section, I discuss the generality of the derivation of the regression equation (1.15). In particular, I consider three aspects of the model presented in Section 1.2: the binary choice setting, the renewal action, and logit errors (Assumption 2).

The choice set. The binary choice setting played no role in the derivation of the regression equation. The actions $j$ and $j'$ used throughout the derivation could be any two actions in a discrete choice set $J$ of arbitrary size. In a multinomial setting, the main thing that changes is that there are more choices of $(j, j')$, each implying a different version of equation (1.15) (whereas it was without loss to set $j = \text{crops}$ and $j' = \text{other}$ in the binary choice setting).

Finite dependence. The requirement that a renewal action exists can also be relaxed substantially to the requirement that the evolution of field states satisfies finite dependence. The existence of a renewal action implies one-period dependence, where only one period is needed to harmonize the field states of two fields. Naturally, $s$-period dependence means that states can be harmonized within $s$ periods. As discussed by Arcidiacono and Ellickson (2011) and Arcidiacono and Miller (2011), $s$-period dependence generally yields estimators which can be constructed with $s$ periods ahead CCPs. To extend my regression equation construction to $s$-period dependence, equation (1.11) must be applied iteratively $s$ times – i.e., until the field states $k$ are harmonized and continuation values cancel.

It should be noted that my derivation of a regression equation requires only finite dependence with respect to the field states $k$ – market level state variables need not satisfy any such condition.

Idiosyncratic error terms. The distributional assumption on the idiosyncratic error terms ($\nu$) can be relaxed, too. Specifically, Assumption 2 was used in two places: in the Hotz-Miller inversion (equation (1.8)), and in equation (1.11), which relates the ex ante value function ($\bar{V}(k)$) to an additively separable function of a conditional value function for a particular action ($\delta(j, k)$) and conditional choice probabilities. As shown below, the existence of an additively separable equation analogous to equation (1.11) is a general consequence of the Hotz-Miller inversion.

For completeness, I restate the Hotz-Miller inversion in my notation (see Hotz and Miller (1993), Proposition 1, for the original result). Here, I drop the assumption that the idiosyncratic error terms $\nu$ have a type 1 extreme value assumption, but maintain the assumption that $\nu$ has a known distribution $F$ conditional on state variables. Conditional choice probabilities can be written as if a landowner faces a static random
utility model with mean utility from option \( j \) equal to the conditional value function \( \delta_t (j, k) \):

\[
\forall j \in J : \ p_t (j, k) = \Pr (\forall j' \in J : \delta_t (j, k) + \nu_{jt} \geq \delta_t (j', k) + \nu_{j't}).
\]

Normalizing \( \delta_t (j, k) \) to zero for some \( j \), equation (1.42) defines a mapping \( \phi : \mathbb{R}^{\mid J \mid - 1} \to \Delta^{\mid J \mid - 1} \) from (differences in) conditional value functions to conditional choice probabilities.

**Result 1.** *(The Hotz-Miller inversion)* Assuming \( F \) has a well-defined density function, \( \phi \) is invertible.\(^{35}\)

One value of \( \delta_t (j, k) \) must be normalized to zero for the mapping to be invertible, so the inversion effectively recovers differences in conditional values. We can define the Hotz-Miller inversion in terms of an arbitrary reference action \( J \in J \), and write \( \phi^{-1}_j (p_t (k)) = \delta_t (j, k) - \delta_t (J, k) \), where \( p_t (k) = \{ p_t (j, k) \}_{j \in J} \).

Proposition 2 shows that that equation (1.11) is a general consequence of the Hotz-Miller inversion. Therefore, the derivation of a linear regression equation can be generalized to different distributional assumptions on the idiosyncratic shocks. While the result is equivalent to Lemma 1 in Arcidiacono and Miller (2011), I offer a simpler proof.\(^{36}\)

**Result 2.** *(Arcidiacono and Miller, Lemma 1)* Assume \( F \) has a well-defined density function. For any \( j \in J \), there exists a function \( \psi_j \) such that

\[
\bar{V}_t (k) = \psi_j (p_t (k)) + \delta_t (j, k).
\]

**Proof.** Define

\[
S (\delta) = \int \max \{ \delta_1 + \nu_1, \delta_2 + \nu_2, \ldots, \delta_J + \nu_J \} \, dF (\nu).
\]

For any real number \( c \),

\[
\max \{ \delta_1 + \nu_1 - c, \delta_2 + \nu_2 - c, \ldots, \delta_J + \nu_J - c \} = \max \{ \delta_1 + \nu_1, \delta_2 + \nu_2, \ldots, \delta_J + \nu_J \} - c.
\]

It follows that

\[
S (\delta) = S (\delta_1 - \delta_J, \delta_2 - \delta_J, \ldots, 0) + \delta_J.
\]

\(^{35}\)Being more careful, the inverse function \( \phi^{-1} \) is defined on the entire simplex \( \Delta^{\mid J \mid - 1} \) if the support of \( F \) is bounded, and defined only on the interior of \( \Delta^{\mid J \mid - 1} \) if \( F \) has full support, as is the case with the logit errors above (Norets and Takahashi, 2012).

\(^{36}\)I thank Steve Berry for suggesting this proof strategy.
1.9. DATA APPENDIX

Notice that the ex ante value function is given by \( \bar{V}_t(k) = S(\delta_t(k)) \) where \( \delta_t(k) = (\delta_t(1,k), \ldots, \delta_t(J,k)) \). Thus,

(1.44) \[ \bar{V}_t(k) = S(\delta_t(1,k) - \delta_t(J,k), \delta_1(2,k) - \delta_t(J,k), \ldots, 0) + \delta_t(J,k). \]

Using Proposition 1, substitute \( \phi_j^{-1}(p_t(k)) = \delta_t(j,k) - \delta_t(J,k) \) into equation (1.44):

\[ \bar{V}_t(k) = S(\phi_1^{-1}(p_t(k)), \phi_2^{-1}(p_t(k)), \ldots, 0) + \delta_t(J,k). \]

Noting that \( J \) denotes an arbitrary element of \( J \), defining \( \psi_J(p) \equiv S(\phi^{-1}(p), \phi^{-1}(p), \ldots, 0) \) completes the result. \( \Box \)

Equation (1.11) is a particularly simple special case of Proposition 2, with \( \psi_j(p) = -\ln(p_j) + \gamma \). In general, \( \psi_j(p) \) may be a more complicated function of conditional choice probabilities (for instance, involving probabilities for more than one alternative), but the additively separable aspect of equation (1.11) is preserved, maintaining the possibility of constructing a linear regression equation.

1.9. Data appendix

1.9.1. Land cover panel. The accuracy of the CDL data has improved steadily, and CDL data is now an input in official USDA acreage estimates. The data has become especially accurate in recent years for major crops.\(^{37}\) However, the data are still of limited use in distinguishing between certain similar land cover types, especially grassland, pasture, and hay.

My sample constitutes an 840m sub-grid of the CDL data, a level of spacing chosen to strike a balance between having a comprehensive sample of fields and artificially increasing the sample size by sampling many points from individual fields. Furthermore, the 840m grid scale facilitates matching of points across years when the source data’s grid spacing changed from 56m to 30m. While the grid coordinates do not always match up exactly after such changes, one can always find sub-grids spaced by 840m such that the centroids of the two sub-grids are within 1m of each other in each dimension.

Points which were classified as developed land, water, or protected land (in any year) were excluded from the data set. This means that non-cropland includes mostly grassland, forests, and shrub land.

Points were assigned to counties using 2010 county boundary spatial data files provided by the Census Bureau. Spatial data on protected land was obtained from the Global Agro-Ecological Zones database, and associated with points in the CropScape data using nearest neighbor interpolation. All coordinate conversions and spatial merges were done with ArcGIS 10.

\(^{37}\)CDL accuracy data is available at http://www.nass.usda.gov/research/Cropland/sarsfaqs2.html
1.9.2. **Weather data.** The weather data used in this paper was generously provided by Wolfram Schlenker and Michael Roberts. These data are described in more detail in the data appendix to Schlenker and Roberts (2009).

Weather variables $W_{zt}$ include degree days above 10 degrees Celsius, degree days above 30 degrees Celsius, precipitation, and interactions. The precipitation variable is simply the total precipitation from March to August. Degree days above $T_{min}$ degrees Celsius are defined as:

$$DD_{T_{min}} = \int_{t_0}^{t_1} \text{Max}(T_t, T_{min}) \, dt$$

where $T_t$ is the temperature at time $t$, $t_0$ is the beginning of March 1, and $t_1$ is the end of August 31. The integral is approximated using a sinusoidal interpolation between the high and low temperature each day.

Interactions of the degree days variables with precipitation were computed by multiplying daily values of degree days by daily precipitation values, then summing over the March-August period.

The weather variables are computed for 872505 grid points. Afterward, I simply average over grid points to form the county-level weather variables which are used in the yield regressions.

1.9.3. **Yield regressions and forecasts.** Tables 8-12 present regression results for sorghum, barley, oats, rice, and upland cotton (estimated separately for each ERS region). Because Schlenker and Roberts (2009) estimate similar models of corn, soybeans, and wheat yields (with similar results), I do not report the coefficient estimates for those regressions.

The results for these other crops are qualitatively similar to Schlenker and Roberts’s estimates for corn, soybeans and wheat. Degree days above 30C typically have a strong negative effect on yields whereas degree days above 10C typically have a weaker positive effect on yields (except for oats and barley, where degree days above 10C seem to have a mild negative effect on yields).

I include a county-crop $(z, c)$ in the yield regressions if NASS reports yields for crop $c$ in county $z$ and a harvested acreage of at least 100 acres for at least five years between 1997 and 2005.

For county-crop pairs $(z, c)$ not included in the yield regressions, I impute a fixed effect $\theta_{cz}$ if some counties within 160km of county $z$ were included in the yield regression for crop $c$. Imputed fixed effects are computed as follows:

$$\hat{\theta}_{cz} = \frac{\sum_{z' \in Z_c} w_{zz'}^{Y} \hat{\theta}_{z'}}{\sum_{z' \in Z_c} w_{zz'}^{Y}}$$

where $Z_c$ is the set of counties included in the yield regression for crop $c$, and

$$w_{zz'}^{Y} = \begin{cases} (1 + d_{zz'}/10)^{-2} & \text{if } d_{zz'} \leq 160 \\ 0 & \text{otherwise} \end{cases}$$
Table 3. Reference prices

<table>
<thead>
<tr>
<th>Reference price</th>
<th>Crops</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBOT corn</td>
<td>corn, sorghum</td>
</tr>
<tr>
<td>CBOT soybeans</td>
<td>soybeans</td>
</tr>
<tr>
<td>CBOT wheat</td>
<td>winter wheat, durum wheat, other spring wheat, barley, rice</td>
</tr>
<tr>
<td>CBOT oats</td>
<td>oats</td>
</tr>
<tr>
<td>NYBOT cotton</td>
<td>upland cotton, pima cotton</td>
</tr>
</tbody>
</table>

where $d_{zz'}$ is the distance between counties $z$ and $z'$ in kilometers (as measured by their centroids). These weights $w_{zz'}$ are similar to those used in smoothing conditional choice probabilities ($w_{zz'}$). However, in this case I allow non-zero weights between counties within different states, but not between counties which are more than 160km apart or in different ERS regions.

1.9.4. Expected prices. All reference prices were based on contracts for December delivery, except for soybeans, which was based on November delivery contracts.

To deal with differences in planting seasons, I actually estimate two versions of equation (1.18), corresponding to the two different planting season. First, I estimate the model when $P_{ct}^{fut}$ is the average closing price of the reference contract during February-March, capturing the relationship between received prices and futures contract prices before spring planting season (i.e., when most crops are planted). In the second version, $P_{ct}^{fut}$ corresponds to closing prices during August-September of the previous year, capturing the relationship between received prices and futures contract prices before fall planting season (i.e., when winter wheat is planted).

Thus, I actually calculate two versions of state-level expected market prices, denoted by $P_{cst}^{m,sp}$ and $P_{cst}^{m,fa}$. I then assign these values to counties based on the composition of cropland as reported by USDA-NASS. Specifically, if at least 10% of a county’s cropland is in winter wheat and rye every year between 2006-2011, then a county is designated as a fall planting county, and expected prices are based on futures prices in August-September of the previous year (i.e., $P_{cst}^{m} = P_{cst}^{m,fa}$). For other counties, expected prices are based on futures prices in February-March (i.e., $P_{cst}^{m} = P_{cst}^{m,sp}$).\(^{38}\)

Table 5 presents results using alternative measures of expected prices in which price forecasts were based on fall futures prices for all counties.

1.9.5. Counties in the sample. The county-specific set of crops $C_z$ refers to the set of crops such that I am able to compute the expected yield for county $z$. I am able to construct the expected yield for

\(^{38}\)The threshold is chosen to err on the side of classifying counties as fall planting counties if substantial amounts of both spring and fall crops are planted in them. If winter wheat is an option farmers consider, they must at least make the decision about whether to plant winter wheat or not during the fall.
crop $c$ in county $z$ if $(c, z)$ is included in the yield regression (as described in Section 1.9.3 above) or if there is another county $z'$ within 160km of county $c$ such that $(c, z')$ is included in the yield regression.

A county is included in my sample only if three conditions hold:

1. Within my field-level panel, the crops in $C$ comprise at least 25% of the county’s total cropland every year.
2. Within my field-level panel, the county has at least 10 points cropland every year.
3. I am able to calculate $YIELD_{czt}$ for the prominent crops within county $z$’s state – specifically,
\[
\sum_{c \in C, A_{czt} > 9}.
\]

Furthermore, thirteen states were excluded from the analysis entirely either because they contain little cropland or have a relatively small share of cropland in the crops I model (Arizona, Connecticut, Delaware, Florida, Maine, Maryland, New Hampshire, Nevada, New Mexico, Rhode Island, Vermont, Virginia, West Virginia). No CDL data is available for Alaska and Hawaii.

According to the 2007 Census of Agriculture, the counties remaining in my sample account for over 90% of US cropland. Figure 1.2 presents a map of these counties.

1.10. Sensitivity analysis

1.10.1. The expected returns measure. The crucial explanatory variable in my second-stage estimation is the measure of expected returns. The construction of the measure of expected returns involves at least two substantive assumptions. First, expected prices were forecasted using futures prices around the beginning of planting season as explained in Section 1.9.4. However, farmers may effectively commit to planting crops substantially before this time. Anecdotally, fertilizer is often purchased several months before planting season, and preparing previously uncultivated land for planting certainly could take several months or more, depending on the condition of the terrain.
### Table 4

<table>
<thead>
<tr>
<th>State</th>
<th>counties in sample</th>
<th>points in sample</th>
<th>share in crops</th>
<th>initial year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabama</td>
<td>51</td>
<td>124896</td>
<td>0.050</td>
<td>2008</td>
</tr>
<tr>
<td>Arkansas</td>
<td>27</td>
<td>61160</td>
<td>0.515</td>
<td>2006</td>
</tr>
<tr>
<td>California</td>
<td>19</td>
<td>96977</td>
<td>0.227</td>
<td>2007</td>
</tr>
<tr>
<td>Colorado</td>
<td>30</td>
<td>187410</td>
<td>0.135</td>
<td>2008</td>
</tr>
<tr>
<td>Georgia</td>
<td>68</td>
<td>89023</td>
<td>0.170</td>
<td>2008</td>
</tr>
<tr>
<td>Idaho</td>
<td>38</td>
<td>203234</td>
<td>0.084</td>
<td>2007</td>
</tr>
<tr>
<td>Illinois</td>
<td>102</td>
<td>169199</td>
<td>0.726</td>
<td>2006</td>
</tr>
<tr>
<td>Indiana</td>
<td>92</td>
<td>109041</td>
<td>0.570</td>
<td>2006</td>
</tr>
<tr>
<td>Iowa</td>
<td>99</td>
<td>180953</td>
<td>0.706</td>
<td>2006</td>
</tr>
<tr>
<td>Kansas</td>
<td>105</td>
<td>277594</td>
<td>0.386</td>
<td>2006</td>
</tr>
<tr>
<td>Kentucky</td>
<td>60</td>
<td>68255</td>
<td>0.194</td>
<td>2008</td>
</tr>
<tr>
<td>Louisiana</td>
<td>32</td>
<td>71198</td>
<td>0.208</td>
<td>2006</td>
</tr>
<tr>
<td>Maryland</td>
<td>22</td>
<td>25390</td>
<td>0.237</td>
<td>2008</td>
</tr>
<tr>
<td>Michigan</td>
<td>65</td>
<td>128556</td>
<td>0.253</td>
<td>2007</td>
</tr>
<tr>
<td>Minnesota</td>
<td>78</td>
<td>201509</td>
<td>0.494</td>
<td>2006</td>
</tr>
<tr>
<td>Mississippi</td>
<td>49</td>
<td>89967</td>
<td>0.222</td>
<td>2006</td>
</tr>
<tr>
<td>Missouri</td>
<td>81</td>
<td>153122</td>
<td>0.301</td>
<td>2006</td>
</tr>
<tr>
<td>Montana</td>
<td>49</td>
<td>444292</td>
<td>0.078</td>
<td>2007</td>
</tr>
<tr>
<td>Nebraska</td>
<td>90</td>
<td>238056</td>
<td>0.358</td>
<td>2006</td>
</tr>
<tr>
<td>New Jersey</td>
<td>13</td>
<td>12405</td>
<td>0.111</td>
<td>2008</td>
</tr>
<tr>
<td>New York</td>
<td>49</td>
<td>138799</td>
<td>0.080</td>
<td>2008</td>
</tr>
<tr>
<td>North Carolina</td>
<td>77</td>
<td>126313</td>
<td>0.160</td>
<td>2008</td>
</tr>
<tr>
<td>North Dakota</td>
<td>53</td>
<td>225516</td>
<td>0.408</td>
<td>2006</td>
</tr>
<tr>
<td>Ohio</td>
<td>72</td>
<td>103091</td>
<td>0.460</td>
<td>2006</td>
</tr>
<tr>
<td>Oklahoma</td>
<td>60</td>
<td>187097</td>
<td>0.216</td>
<td>2006</td>
</tr>
<tr>
<td>Oregon</td>
<td>20</td>
<td>182161</td>
<td>0.046</td>
<td>2007</td>
</tr>
<tr>
<td>Pennsylvania</td>
<td>56</td>
<td>119015</td>
<td>0.107</td>
<td>2008</td>
</tr>
<tr>
<td>South Carolina</td>
<td>34</td>
<td>76609</td>
<td>0.094</td>
<td>2008</td>
</tr>
<tr>
<td>South Dakota</td>
<td>62</td>
<td>237054</td>
<td>0.317</td>
<td>2006</td>
</tr>
<tr>
<td>Tennessee</td>
<td>58</td>
<td>84205</td>
<td>0.157</td>
<td>2008</td>
</tr>
<tr>
<td>Texas</td>
<td>175</td>
<td>555467</td>
<td>0.178</td>
<td>2008</td>
</tr>
<tr>
<td>Utah</td>
<td>14</td>
<td>161940</td>
<td>0.012</td>
<td>2008</td>
</tr>
<tr>
<td>Washington</td>
<td>14</td>
<td>74547</td>
<td>0.255</td>
<td>2006</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>65</td>
<td>156630</td>
<td>0.223</td>
<td>2006</td>
</tr>
<tr>
<td>Wyoming</td>
<td>11</td>
<td>113941</td>
<td>0.022</td>
<td>2008</td>
</tr>
</tbody>
</table>

As a preliminary robustness check on the assumptions about the timing of farmer’s decisions, I also construct expected prices which are based on futures prices in the previous fall. For counties classified as fall planting counties, this does not change the measure of expected returns. This alternative measure of expected prices also removes much of the little cross-sectional price variation in the original measure – when price forecasts for different places are based on futures prices for different months, month-to-month variation in futures prices effectively creates some cross-sectional price variation.

A second assumption is that operating costs are linearly proportional to expected yields. An alternative assumption is that the costs per acre are fixed for a given crop within each of the ERS regions. These
1.10. SENSITIVITY ANALYSIS

Table 5. Long-run Elasticities for Different Measures of Returns

<table>
<thead>
<tr>
<th></th>
<th>Acreage Elasticity</th>
<th>Caloric Elasticity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4152</td>
<td>0.4425</td>
</tr>
<tr>
<td></td>
<td>(0.1610)</td>
<td>(0.1724)</td>
</tr>
<tr>
<td></td>
<td>0.4668</td>
<td>0.4983</td>
</tr>
<tr>
<td></td>
<td>(0.1642)</td>
<td>(0.1759)</td>
</tr>
<tr>
<td></td>
<td>0.3224</td>
<td>0.3420</td>
</tr>
<tr>
<td></td>
<td>(0.1664)</td>
<td>(0.1757)</td>
</tr>
<tr>
<td></td>
<td>0.3026</td>
<td>0.3205</td>
</tr>
<tr>
<td></td>
<td>(0.1579)</td>
<td>(0.1669)</td>
</tr>
</tbody>
</table>

Price forecasts use planting season futures or futures from prev. fall. Costs per acre are considered proportional or flat within the region.

Long-run elasticities for models with two unobservable types and two periods of state dependence. CCP truncation was used in the first stage, first differences with instruments were used in the second, and \( \beta = .9 \). Standard errors in parentheses.

Assumptions arguably represent extremes which are likely to bound the true proportionality between costs and yields. Plant nutrient requirements generally increase with the amount of plant growth, so it is plausible that costs should increase with yields.

Table 5 shows how these two assumptions behind the construction of returns impact long-run elasticity estimates. Assumptions on the timing of the decision make a more substantial difference, increasing point estimates of long-run elasticities by 30-50%.

1.10.2. The discount factor. The discount factor for all dynamic models discussed above either use \( \beta = .9 \) (for models I call 'dynamic') or \( \beta = 0 \) (for models I call 'myopic'). As discussed by Rust (1987), discount factors in dynamic discrete choice models are often poorly identified, and I follow common practice in imputing a discount factor.

It is straightforward to estimated the model for different discount factor imputations, and as Figure 1.3 illustrates, I find that the relationship between long-run elasticity estimates and the discount factor tends to be increasing and convex.

1.10.3. Different estimation approaches. The most striking aspect of Table 6 is impact of autocorrelation on estimated standard errors, reflecting considerable spatial autocorrelation across counties. Spatial autocorrelation increases standard errors by more for specifications with smoothing than with truncation – this makes sense given that smoothing mechanically introduces spatial autocorrelation into the CCP estimates.
Elasticities for model with two unobservable types and two periods of state dependence. CCP truncation was used in the first stage, and first differences with instruments were used in the second. Dashes indicate 95% confidence interval.

Elasticity estimates vary modestly based on whether fixed effects, first differences, or first differences with instrumental variables are used. Thus, the endogeneity problem discussed in Section 1.4.3 may be a relatively small issue in practice.

Using weights (as described in Section 1.8.4) leads to substantially larger elasticity estimates (although not statistically significantly larger). The difference between CCP smoothing and CCP truncation is somewhat more modest.
Table 6. Long-Run Acreage Elasticities for Different Estimation Approaches

<table>
<thead>
<tr>
<th>CCPs</th>
<th>Weighted</th>
<th>Regression Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>FE</td>
</tr>
<tr>
<td>smoothed</td>
<td>no</td>
<td>0.2909</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0246)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.2376)</td>
</tr>
<tr>
<td>smoothed</td>
<td>yes</td>
<td>0.4485</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0236)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.2021)</td>
</tr>
<tr>
<td>truncated</td>
<td>no</td>
<td>0.3657</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0374)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.1972)</td>
</tr>
<tr>
<td>truncated</td>
<td>yes</td>
<td>0.4136</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0242)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.1519)</td>
</tr>
</tbody>
</table>

Regression approaches are fixed effects, first differences, and first differences with instruments. All models feature two unobservable types, two periods of state dependence, and $\beta = .9$. Standard errors in parentheses standard errors with autocorrelation in italics.
Table 7

<table>
<thead>
<tr>
<th>CDL Classification</th>
<th>Mine</th>
<th>land cover %</th>
<th>CDL Classification</th>
<th>Mine</th>
<th>land cover %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grassland/Herbaceous</td>
<td>other</td>
<td>18.03</td>
<td>Barley</td>
<td>crops</td>
<td>0.14</td>
</tr>
<tr>
<td>Shrub/Scrub</td>
<td>other</td>
<td>11.98</td>
<td>Sunflower</td>
<td>crops</td>
<td>0.11</td>
</tr>
<tr>
<td>Deciduous Forest</td>
<td>other</td>
<td>11.81</td>
<td>Dry Beans</td>
<td>crops</td>
<td>0.1</td>
</tr>
<tr>
<td>Evergreen Forest</td>
<td>other</td>
<td>8.31</td>
<td>Sugarbeets</td>
<td>crops</td>
<td>0.09</td>
</tr>
<tr>
<td>Corn</td>
<td>crops</td>
<td>8.04</td>
<td>Oats</td>
<td>crops</td>
<td>0.09</td>
</tr>
<tr>
<td>Soybeans</td>
<td>crops</td>
<td>6.26</td>
<td>Durum Wheat</td>
<td>crops</td>
<td>0.09</td>
</tr>
<tr>
<td>Pasture/Hay</td>
<td>other</td>
<td>5.24</td>
<td>Canola</td>
<td>crops</td>
<td>0.09</td>
</tr>
<tr>
<td>Developed, Open Space</td>
<td>excluded</td>
<td>3.83</td>
<td>Peanuts</td>
<td>crops</td>
<td>0.08</td>
</tr>
<tr>
<td>Woody Wetlands</td>
<td>other</td>
<td>3.6</td>
<td>Potatoes</td>
<td>crops</td>
<td>0.07</td>
</tr>
<tr>
<td>Winter Wheat</td>
<td>crops</td>
<td>3.05</td>
<td>Sod/Grass Seed</td>
<td>other</td>
<td>0.06</td>
</tr>
<tr>
<td>Pasture/Grass</td>
<td>other</td>
<td>2.82</td>
<td>Almonds</td>
<td>crops</td>
<td>0.05</td>
</tr>
<tr>
<td>Fallow/Idle Cropland</td>
<td>other</td>
<td>2.04</td>
<td>Peas</td>
<td>crops</td>
<td>0.04</td>
</tr>
<tr>
<td>Open Water</td>
<td>excluded</td>
<td>1.77</td>
<td>Grapes</td>
<td>crops</td>
<td>0.04</td>
</tr>
<tr>
<td>Non-alfalfa Hay</td>
<td>other</td>
<td>1.67</td>
<td>Millet</td>
<td>crops</td>
<td>0.04</td>
</tr>
<tr>
<td>Developed, Low Intensity</td>
<td>excluded</td>
<td>1.53</td>
<td>Rye</td>
<td>crops</td>
<td>0.04</td>
</tr>
<tr>
<td>Alfalfa</td>
<td>other</td>
<td>1.33</td>
<td>Lentils</td>
<td>crops</td>
<td>0.03</td>
</tr>
<tr>
<td>Cotton</td>
<td>crops</td>
<td>1.31</td>
<td>Walnuts</td>
<td>crops</td>
<td>0.03</td>
</tr>
<tr>
<td>Herbaceous Wetlands</td>
<td>other</td>
<td>1.29</td>
<td>Apples</td>
<td>crops</td>
<td>0.03</td>
</tr>
<tr>
<td>Spring Wheat</td>
<td>crops</td>
<td>1.18</td>
<td>Pecans</td>
<td>crops</td>
<td>0.02</td>
</tr>
<tr>
<td>Mixed Forest</td>
<td>other</td>
<td>0.78</td>
<td>Dbl. Crop WinWht/Sorghum</td>
<td>crops</td>
<td>0.02</td>
</tr>
<tr>
<td>Barren Land</td>
<td>other</td>
<td>0.74</td>
<td>Dbl. Crop WinWht/Cotton</td>
<td>crops</td>
<td>0.02</td>
</tr>
<tr>
<td>Developed, Medium Intensity</td>
<td>excluded</td>
<td>0.56</td>
<td>Sweet Corn</td>
<td>crops</td>
<td>0.02</td>
</tr>
<tr>
<td>Sorghum</td>
<td>crops</td>
<td>0.44</td>
<td>Aquaculture</td>
<td>excluded</td>
<td>0.02</td>
</tr>
<tr>
<td>Dbl. Crop WinWht/Soy</td>
<td>crops</td>
<td>0.41</td>
<td>Sugarcane</td>
<td>crops</td>
<td>0.02</td>
</tr>
<tr>
<td>Rice</td>
<td>crops</td>
<td>0.24</td>
<td>Clover/Wildflowers</td>
<td>other</td>
<td>0.02</td>
</tr>
<tr>
<td>Developed, High Intensity</td>
<td>excluded</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Percentages are for counties in my sample in 2011. Only land cover classifications with at least 1000 sample observations are listed above.
Table 8. Sorghum yield regressions

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) region 1</th>
<th>(2) region 3</th>
<th>(3) region 4</th>
<th>(4) region 5</th>
<th>(5) region 6</th>
<th>(6) region 7</th>
<th>(7) region 8</th>
<th>(8) region 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD10</td>
<td>0.00041***</td>
<td>0.0015***</td>
<td>0.00038***</td>
<td>0.000042</td>
<td>0.00032***</td>
<td>0.00055***</td>
<td>0.000076</td>
<td>0.00012**</td>
</tr>
<tr>
<td></td>
<td>(0.000034)</td>
<td>(0.00013)</td>
<td>(0.000039)</td>
<td>(0.000077)</td>
<td>(0.000069)</td>
<td>(0.00011)</td>
<td>(0.00021)</td>
<td>(0.000057)</td>
</tr>
<tr>
<td>DD30</td>
<td>-0.0062***</td>
<td>-0.0084***</td>
<td>-0.0059***</td>
<td>-0.0044***</td>
<td>-0.0045***</td>
<td>-0.0037***</td>
<td>-0.0012</td>
<td>-0.0034***</td>
</tr>
<tr>
<td></td>
<td>(0.00022)</td>
<td>(0.00091)</td>
<td>(0.00018)</td>
<td>(0.00041)</td>
<td>(0.00035)</td>
<td>(0.00035)</td>
<td>(0.0011)</td>
<td>(0.00026)</td>
</tr>
<tr>
<td>RAIN</td>
<td>-0.0025***</td>
<td>0.017***</td>
<td>0.0037***</td>
<td>-0.0039***</td>
<td>0.0023***</td>
<td>0.0059***</td>
<td>0.00099</td>
<td>0.00046</td>
</tr>
<tr>
<td></td>
<td>(0.00043)</td>
<td>(0.0017)</td>
<td>(0.00055)</td>
<td>(0.00087)</td>
<td>(0.00085)</td>
<td>(0.00020)</td>
<td>(0.0073)</td>
<td>(0.00064)</td>
</tr>
<tr>
<td>DD10*RAIN</td>
<td>-0.000064</td>
<td>-0.00030</td>
<td>-0.0022***</td>
<td>0.00050***</td>
<td>-0.0024***</td>
<td>-0.0030***</td>
<td>0.00031</td>
<td>-0.0043***</td>
</tr>
<tr>
<td></td>
<td>(0.000044)</td>
<td>(0.00026)</td>
<td>(0.000053)</td>
<td>(0.000087)</td>
<td>(0.000079)</td>
<td>(0.00015)</td>
<td>(0.00070)</td>
<td>(0.000063)</td>
</tr>
<tr>
<td>DD30*RAIN</td>
<td>0.0094***</td>
<td>0.0077</td>
<td>0.0090***</td>
<td>0.0027*</td>
<td>-0.0011</td>
<td>-0.0015</td>
<td>-0.0089</td>
<td>0.0052***</td>
</tr>
<tr>
<td></td>
<td>(0.0011)</td>
<td>(0.0055)</td>
<td>(0.00088)</td>
<td>(0.0016)</td>
<td>(0.0011)</td>
<td>(0.0015)</td>
<td>(0.0078)</td>
<td>(0.0011)</td>
</tr>
</tbody>
</table>

Observations 4,181 1,179 8,295 1,293 3,588 1,133 97 1,988
R-squared 0.529 0.435 0.607 0.652 0.556 0.563 0.750 0.552

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Dependent variable: log yield. Specifications include county fixed effects and linear time trend.
Table 9. Barley yield regressions

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>region 1</th>
<th>region 2</th>
<th>region 3</th>
<th>region 4</th>
<th>region 5</th>
<th>region 6</th>
<th>region 7</th>
<th>region 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD10</td>
<td>-0.00021**</td>
<td>-0.00029***</td>
<td>-0.00050</td>
<td>-0.00080***</td>
<td>-0.00022*</td>
<td>-0.00076***</td>
<td>-0.00046***</td>
<td>-0.00023***</td>
</tr>
<tr>
<td></td>
<td>(0.000097)</td>
<td>(0.000036)</td>
<td>(0.000055)</td>
<td>(0.00010)</td>
<td>(0.00011)</td>
<td>(0.000066)</td>
<td>(0.000070)</td>
<td>(0.000065)</td>
</tr>
<tr>
<td>DD30</td>
<td>-0.0066***</td>
<td>-0.0017***</td>
<td>-0.016***</td>
<td>0.0045***</td>
<td>-0.0033**</td>
<td>0.0022***</td>
<td>0.00076**</td>
<td>-0.0034***</td>
</tr>
<tr>
<td></td>
<td>(0.0011)</td>
<td>(0.00056)</td>
<td>(0.00066)</td>
<td>(0.00053)</td>
<td>(0.0013)</td>
<td>(0.00053)</td>
<td>(0.00037)</td>
<td>(0.00065)</td>
</tr>
<tr>
<td>RAIN</td>
<td>0.0020</td>
<td>-0.0025***</td>
<td>0.011***</td>
<td>-0.0026*</td>
<td>0.00076</td>
<td>-0.0046***</td>
<td>0.0031**</td>
<td>0.012***</td>
</tr>
<tr>
<td></td>
<td>(0.0016)</td>
<td>(0.00048)</td>
<td>(0.0011)</td>
<td>(0.0015)</td>
<td>(0.0015)</td>
<td>(0.00064)</td>
<td>(0.0013)</td>
<td>(0.0012)</td>
</tr>
<tr>
<td>DD10*RAIN</td>
<td>-0.0014***</td>
<td>-0.000050</td>
<td>-0.0016***</td>
<td>0.00024*</td>
<td>0.00023</td>
<td>0.00062</td>
<td>0.00068***</td>
<td>-0.00014</td>
</tr>
<tr>
<td></td>
<td>(0.00022)</td>
<td>(0.000062)</td>
<td>(0.00014)</td>
<td>(0.00015)</td>
<td>(0.00018)</td>
<td>(0.000077)</td>
<td>(0.00025)</td>
<td>(0.00025)</td>
</tr>
<tr>
<td>DD30*RAIN</td>
<td>-0.033***</td>
<td>-0.0084***</td>
<td>0.0097**</td>
<td>-0.0046*</td>
<td>0.037***</td>
<td>-0.013***</td>
<td>-0.0068*</td>
<td>-0.045***</td>
</tr>
<tr>
<td></td>
<td>(0.0062)</td>
<td>(0.0031)</td>
<td>(0.0045)</td>
<td>(0.0027)</td>
<td>(0.0082)</td>
<td>(0.0022)</td>
<td>(0.0037)</td>
<td>(0.012)</td>
</tr>
</tbody>
</table>

Observations | 928 | 3,822 | 3,617 | 1,658 | 442 | 1,704 | 2,395 | 2,917 |
R-squared | 0.630 | 0.530 | 0.638 | 0.545 | 0.396 | 0.588 | 0.784 | 0.805 |

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
Dependent variable: log yield. Specifications include county fixed effects and linear time trend
Table 10. Oats yield regressions

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>region 1</th>
<th>region 2</th>
<th>region 3</th>
<th>region 4</th>
<th>region 5</th>
<th>region 6</th>
<th>region 7</th>
<th>region 8</th>
<th>region 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD10</td>
<td>-0.00030*** (0.000030)</td>
<td>-0.00032*** (0.000028)</td>
<td>-0.00044*** (0.000056)</td>
<td>-0.00053*** (0.000059)</td>
<td>-0.00053*** (0.000055)</td>
<td>-0.00049*** (0.000061)</td>
<td>-0.00015** (0.000071)</td>
<td>-0.00017** (0.000074)</td>
<td>-0.00082*** (0.00014)</td>
</tr>
<tr>
<td>DD30</td>
<td>-0.0068*** (0.00030)</td>
<td>-0.012*** (0.00053)</td>
<td>-0.0075*** (0.00055)</td>
<td>0.00076*** (0.00027)</td>
<td>-0.0020*** (0.00051)</td>
<td>-0.00098*** (0.00037)</td>
<td>-0.00098*** (0.00037)</td>
<td>0.000110 (0.00072)</td>
<td>-0.00049 (0.00077)</td>
</tr>
<tr>
<td>RAIN</td>
<td>-0.0029*** (0.00041)</td>
<td>-0.0064*** (0.00042)</td>
<td>0.0082*** (0.00094)</td>
<td>0.00025*** (0.00082)</td>
<td>-0.0014* (0.00082)</td>
<td>0.0032*** (0.00092)</td>
<td>-0.0014 (0.00092)</td>
<td>0.0061*** (0.0014)</td>
<td></td>
</tr>
<tr>
<td>DD10*RAIN</td>
<td>0.00029*** (0.000047)</td>
<td>0.00041*** (0.000051)</td>
<td>-0.00039*** (0.000044)</td>
<td>-0.00027*** (0.000094)</td>
<td>-2.12e-06 (0.000089)</td>
<td>-0.00038*** (0.000068)</td>
<td>0.00010 (0.000072)</td>
<td>-0.00036 (0.000051)</td>
<td></td>
</tr>
<tr>
<td>DD30*RAIN</td>
<td>-0.00029*** (0.000047)</td>
<td>-0.00017*** (0.000047)</td>
<td>-0.00017*** (0.000047)</td>
<td>-0.00017*** (0.000047)</td>
<td>-0.00017*** (0.000047)</td>
<td>-0.00017*** (0.000047)</td>
<td>-0.00017*** (0.000047)</td>
<td>-0.00017*** (0.000047)</td>
<td>-0.00017*** (0.000047)</td>
</tr>
<tr>
<td>Observations</td>
<td>8,086</td>
<td>6,950</td>
<td>4,133</td>
<td>5,111</td>
<td>1,438</td>
<td>4,028</td>
<td>2,647</td>
<td>2,566</td>
<td>234</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.491</td>
<td>0.529</td>
<td>0.502</td>
<td>0.388</td>
<td>0.494</td>
<td>0.385</td>
<td>0.671</td>
<td>0.684</td>
<td>0.664</td>
</tr>
</tbody>
</table>

Standard errors in parentheses
*** p < 0.01, ** p < 0.05, * p < 0.1

Dependent variable: log yield. Specifications include county fixed effects and linear time trend.
Table 11. Rice yield regressions

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1) region 1</th>
<th>(2) region 4</th>
<th>(3) region 5</th>
<th>(4) region 6</th>
<th>(5) region 7</th>
<th>(6) region 8</th>
<th>(7) region 9</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD10</td>
<td>0.00023**</td>
<td>0.00054***</td>
<td>0.00019</td>
<td>0.00018</td>
<td>0.00057***</td>
<td>0.00060</td>
<td>0.00021***</td>
</tr>
<tr>
<td></td>
<td>(0.00010)</td>
<td>(0.00018)</td>
<td>(0.00011)</td>
<td>(0.00019)</td>
<td>(0.000052)</td>
<td>(0.00039)</td>
<td>(0.000028)</td>
</tr>
<tr>
<td>DD30</td>
<td>-0.0017***</td>
<td>-0.0015**</td>
<td>-0.0010**</td>
<td>-0.0014*</td>
<td>-0.0026***</td>
<td>-0.0033**</td>
<td>-0.0017***</td>
</tr>
<tr>
<td></td>
<td>(0.00059)</td>
<td>(0.00059)</td>
<td>(0.00047)</td>
<td>(0.00070)</td>
<td>(0.00024)</td>
<td>(0.0016)</td>
<td>(0.00013)</td>
</tr>
<tr>
<td>RAIN</td>
<td>-0.00060</td>
<td>0.0016</td>
<td>-0.0075***</td>
<td>-0.00018</td>
<td>0.0016**</td>
<td>0.0018</td>
<td>-0.0017***</td>
</tr>
<tr>
<td></td>
<td>(0.0014)</td>
<td>(0.0026)</td>
<td>(0.0012)</td>
<td>(0.0024)</td>
<td>(0.00074)</td>
<td>(0.0075)</td>
<td>(0.00032)</td>
</tr>
<tr>
<td>DD10*RAIN</td>
<td>-0.000065</td>
<td>-0.000095</td>
<td>0.00051***</td>
<td>-0.000040</td>
<td>-0.0025***</td>
<td>0.00072</td>
<td>0.000040</td>
</tr>
<tr>
<td></td>
<td>(0.00015)</td>
<td>(0.00021)</td>
<td>(0.00012)</td>
<td>(0.00020)</td>
<td>(0.000057)</td>
<td>(0.0017)</td>
<td>(0.000030)</td>
</tr>
<tr>
<td>DD30*RAIN</td>
<td>0.0044*</td>
<td>0.0039</td>
<td>-0.0023</td>
<td>0.0022</td>
<td>0.00056</td>
<td>-0.045</td>
<td>0.0014***</td>
</tr>
<tr>
<td></td>
<td>(0.0023)</td>
<td>(0.0027)</td>
<td>(0.0018)</td>
<td>(0.0030)</td>
<td>(0.0013)</td>
<td>(0.12)</td>
<td>(0.00050)</td>
</tr>
<tr>
<td>Observations</td>
<td>100</td>
<td>75</td>
<td>226</td>
<td>158</td>
<td>629</td>
<td>25</td>
<td>1,506</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.813</td>
<td>0.666</td>
<td>0.772</td>
<td>0.734</td>
<td>0.854</td>
<td>0.250</td>
<td>0.861</td>
</tr>
</tbody>
</table>

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Dependent variable: log yield. Specifications include county fixed effects and linear time trend
Table 12. Upland cotton yield regressions

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
<th>(6)</th>
<th>(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD10</td>
<td>0.00014</td>
<td>-0.00088***</td>
<td>0.00047***</td>
<td>-0.00017***</td>
<td>0.00068***</td>
<td>0.00076**</td>
<td>0.00040***</td>
</tr>
<tr>
<td></td>
<td>(0.00021)</td>
<td>(0.00010)</td>
<td>(0.00014)</td>
<td>(0.000058)</td>
<td>(0.000082)</td>
<td>(0.00029)</td>
<td>(0.000058)</td>
</tr>
<tr>
<td>DD30</td>
<td>-0.0091***</td>
<td>-0.00050</td>
<td>-0.013***</td>
<td>-0.0059***</td>
<td>-0.0029***</td>
<td>-0.00095</td>
<td>-0.0055***</td>
</tr>
<tr>
<td></td>
<td>(0.0011)</td>
<td>(0.00041)</td>
<td>(0.0011)</td>
<td>(0.00034)</td>
<td>(0.00027)</td>
<td>(0.00096)</td>
<td>(0.00028)</td>
</tr>
<tr>
<td>RAIN</td>
<td>-0.0032</td>
<td>-0.0059***</td>
<td>-0.0050***</td>
<td>0.00036</td>
<td>-0.0031</td>
<td>0.0024</td>
<td>-0.00059</td>
</tr>
<tr>
<td></td>
<td>(0.0028)</td>
<td>(0.0016)</td>
<td>(0.0016)</td>
<td>(0.00077)</td>
<td>(0.0019)</td>
<td>(0.016)</td>
<td>(0.00069)</td>
</tr>
<tr>
<td>DD10*RAIN</td>
<td>-0.00055**</td>
<td>0.00042***</td>
<td>0.00019</td>
<td>0.000099</td>
<td>0.00026*</td>
<td>-0.00038</td>
<td>-0.00053</td>
</tr>
<tr>
<td></td>
<td>(0.00027)</td>
<td>(0.00016)</td>
<td>(0.00017)</td>
<td>(0.000070)</td>
<td>(0.00015)</td>
<td>(0.0014)</td>
<td>(0.000068)</td>
</tr>
<tr>
<td>DD30*RAIN</td>
<td>0.021***</td>
<td>0.0084***</td>
<td>0.0047</td>
<td>0.0053***</td>
<td>-0.0053***</td>
<td>0.0031</td>
<td>0.0050***</td>
</tr>
<tr>
<td></td>
<td>(0.0037)</td>
<td>(0.0019)</td>
<td>(0.0054)</td>
<td>(0.0011)</td>
<td>(0.0013)</td>
<td>(0.0076)</td>
<td>(0.0012)</td>
</tr>
<tr>
<td>Observations</td>
<td>159</td>
<td>2.991</td>
<td>631</td>
<td>4.420</td>
<td>1.516</td>
<td>106</td>
<td>2.364</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.673</td>
<td>0.593</td>
<td>0.541</td>
<td>0.484</td>
<td>0.801</td>
<td>0.616</td>
<td>0.588</td>
</tr>
</tbody>
</table>

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

Dependent variable: log yield. Specifications include county fixed effects and linear time trend
Figure 1.4. Validation of expected yields, selected crops

Each point corresponds to a county, with the x-axis indicating expected yield forecasts for that county, averaged over 2006-2011; the y-axis represents the average actual yield for that county, averaged over the same period (reported by the National Agricultural Statistics Service).
Each point corresponds to a county, with the x-axis indicating expected yield forecasts for that county, averaged over 2006-2011; the y-axis represents the average actual yield for that county, averaged over the same period (reported by the National Agricultural Statistics Service).
Each point corresponds to a county, with the x-axis indicating expected yield forecasts for that county, averaged over 2006-2011; the y-axis represents the average actual yield for that county, averaged over the same period (reported by the National Agricultural Statistics Service).
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CHAPTER 2

Indirect Estimation of Yield-Price Elasticities
2.1. Introduction

Although they play a crucial role in determining the environmental effects of changes in agricultural markets, the magnitudes of intensive crop supply responses have weak and largely outdated empirical foundations. While existing studies on yield-price elasticities have relied on regressing realized yields directly on prices, such elasticities may instead be indirectly estimated by estimating input use elasticities and then using economic theory to map to yield elasticities. Indirect estimation delivers considerably more precisely estimated elasticities, and suggests that yield-price elasticities used in influential policy reports are far too high.

Agricultural intensification (yield gains) is the magic bullet when it comes to the trade-off between food production and environmental destruction. Extensive agricultural supply responses – i.e., expansion of agricultural land into natural terrain – has tremendous costs in terms of ecological destruction and greenhouse gas emissions. While intensification is not without environmental costs – e.g. synthetic nitrogenous fertilizers have a substantial carbon footprint – the externalities associated with intensification are generally much smaller than with extensification (Burney et al., 2010).

The relative magnitudes of yield elasticities and acreage elasticities determine whether equilibrium supply responses come primarily from intensification or acreage expansion. Thus, if yield elasticities were larger, more of the supply response would come from intensification, and the environmental impacts of increased food production would be much smaller. Because they make such a big difference in the assessment of environmental impacts, yield elasticities have become a point of contention in the evaluation of biofuels policy. Berry (2011) questioned Tyner et al.’s (2010) use of a yield-price elasticity of .25, arguing that there was no empirical evidence to support a yield elasticity so high. While Houck and Gallagher (1976) found evidence to support yield-price elasticities for US corn as high as .25 and significantly different from zero, subsequent work by Menz and Pardey (1983) and Choi and Helmberger (1993) estimated yield-price elasticities for US corn which were insignificantly different from zero, and with standard errors suggesting yield-price elasticities were unlikely to be larger than .3. More recently, Berry and Schlenker (2011) argue that yield-price elasticities for major US crops are unlikely to be larger than .1.

Theory provides a mapping between fertilizer use elasticities and expected yield elasticities. Consequently, there are two potential approaches to estimating how expected yields respond to price changes: direct estimation of how yields respond to prices, or indirect estimation by estimating the fertilizer use elasticities and using the theoretical mapping. The only economic assumption required for the mapping

---

1There have been many studies on fertilizer demand (Griliches, 1959; Burrell, 1989; Denbaly and Vroomen, 1993; Kaufmann and Snell, 1997; Williamson, 2011), but none of them take the step of relating input use elasticities to yield elasticities. Choi and Helmberger (1993) follow an estimation strategy which is closer to the indirect approach I propose, but their strategy relies
is that farmers choose input levels optimally. When the set of cultivated fields may change, the mapping does not hold strictly in the aggregate, but I show that indirect estimates of yield elasticities with respect to output prices are positively biased (and therefore still useful for estimating upper bounds) under plausible conditions.

From Houck and Gallagher (1976) to Berry and Schlenker (2011), studies on yield elasticities have relied on a direct regression of realized yields onto prices. However, the indirect approach is more precise. Optimization implies that expected yields and fertilizer use are directly proportional, and therefore direct estimation of yield elasticities by regressing expected yields on prices would theoretically have the same level of precision as indirect estimation. However, expected yields are not realistically observable; in practice, direct estimation involves regressing realized yields on prices. As in all regressions, the precision of the estimates depends in part on the variability of the error term, and unpredictable variation in weather leads to a relatively large variance in the error term in a direct yield-price regression. Indirect estimation avoids this source of noise.

Precision is not the only reason for revisiting the topic of yield-price elasticities. With the exception of Berry and Schlenker (2011), all of the studies of yield elasticities cited above are based entirely on pre-1990 data, typically including data beginning in the 1950’s or 60’s and extending through the 70’s. One concern with estimates based on such old data is that technological change may have changed yield elasticities. Another serious concern comes from the fact that United States agriculture was in a state of transition during the 1960’s and early 70’s, and it was not until later in the 70’s that the use of synthetic fertilizer was pervasive. Indeed, Menz and Pardey (1983) find evidence of a structural shift in fertilizer usage patterns in the early 1970’s. Thus, older estimates may conflate the decision of how much fertilizer to use with the decision of whether or not to adopt synthetic fertilizer, whereas only the “how much” decision is of practical relevance in the United States today.

It should be noted that much of the agronomic literature on fertilizer use and yields focuses on the question of what the optimal level of fertilizer use is (e.g., Cerrato and Blackmer (1990); Johnson and Raun (2003)). The uncertainties in the optimal level of fertilizer use calls into question a basic assumption of the indirect estimation approach: that farmers know the production functions for their fields and maximize profits accordingly. Despite this, the assumption of optimal input decisions has been popular in the agricultural economics literature (e.g., Houck and Gallagher (1976); Choi and Helmberger (1993)). While a more flexible

---

2 According to the 2007 US Census of Agriculture, 266 million acres were treated with commercial fertilizers while 310 acres of cropland were harvested. In 1964, 151 million acres were fertilized, and 287 million acres were harvested. According to the Economic Research Service, Nitrogen applied to corn increased from 58 pounds per acre in 1964 to 135-140 pounds per acre in recent years. By the late 1970’s, farmers were already applying over 130 pounds per acre.
model of farmer behavior which does not rely on optimization and perfect information could be estimated in
principle, estimating a flexible model along such lines would probably require detailed micro data on farmer
behavior, and the lack of such data has been a constraint in the literature on intensive crop supply responses
to date.

My indirect estimates suggest that the yield elasticity with respect to output price is unlikely to be
larger than .04 for US corn, .11 for soybeans, and .13 wheat. In contrast, direct estimation cannot rule out
yield-output-price elasticities as high as .27 for corn, .46 for soybeans, and .19 for wheat. Point estimates
of yield-price elasticities are insignificantly different from zero in all cases, and so they may be considerably
closer to zero than the upper bounds suggest.

This paper focuses how crop yields respond to price changes through the channel of fertilizer use decisions
– i.e., short-run yield-price responses. Longer term yield-price responses – e.g., endogenous farm capital
investment or technological change – are beyond the scope of this paper.

Section 2.2 develops the theory behind the indirect estimation approach. Section 2.3 describes the data
and specific regressions that I estimate. Section 3.3 presents the results, and Section 2.5 concludes.

2.2. Theory

2.2.1. One input. A farmer growing corn chooses the fertilizer application rate $L$ to maximize expected
profits:

$$
L^* (P_Y, P_L) = \arg \max_L \{ P_C Y (L) - P_L L \}
$$

where $P_Y$ is the expected price of the output, $P_L$ is the price of fertilizer, and $Y (L)$ is the expected yield at
input level $L$. It should be emphasized that the farmer’s decision is made with respect to expected yields and
prices – fertilizer input decisions are typically made shortly before or after planting, before unpredictable
weather events during the growing season determine the realized yields.

The first-order condition for the optimal input choice $L^*$ is

$$
\frac{dY (L^*)}{dL} = \frac{P_L}{P_Y}.
$$

Thus, the optimal fertilizer application rate depends only on the ratio of input and output prices, and we
can write $L^* (P_r)$ where $P_r = P_L / P_Y$.  

Applying the chain rule, the price ratio ends up relating the yield derivative and the input use derivative:

\[ \frac{dY(L^*)}{dP_r} = \frac{dY(L^*)}{dL^*} \frac{dL^*}{dP_r} = P_r \frac{dL^*}{dP_r}. \]

(2.3)

Applying the implicit function theorem to (2.2), we can see that the yield derivative and fertilizer use derivative with respect to price are both proportional to the second derivative of the production function:

\[ \frac{dY(L^*)}{dP_r} = P_r \left( \frac{d^2 Y(L^*)}{dL^2} \right)^{-1} \]

\[ \frac{dL^*}{dP_r} = \left( \frac{d^2 Y(L^*)}{dL^2} \right)^{-1}. \]

It is this proportionality between expected yield and input use elasticities that allows for indirect estimation.

Equation (2.3) can also be expressed in the form of elasticities:

\[ E_{Y,P_r} = P_r \frac{L^*}{Y^*} E_{L,P_r} = P_r \frac{L^*}{Y^*} E_{L,P_r}, \]

where \( E_{L,P_r} = \frac{P_r}{L^*} \frac{dL^*}{dP_r} \) and \( E_{Y,P_r} = \frac{P_r}{Y^*} \frac{dY^*}{dP_r} \).

Thus, assuming that farmers’ decisions satisfy the first-order condition (2.2), one may calculate the yield elasticity using the fertilizer-use elasticity, input expenditures, and expected revenues.

2.2.2. Aggregation. Given that all farmers face the same prices and all choose inputs optimally, the relationship between yield and fertilizer use elasticities holds in the aggregate for a fixed group of active farms, even if those farms have different production functions. Given that equations (2.3) and (2.3) hold for each farm, the equations can be summed or averaged across farms and will still hold. Thus, the mapping from input use to yield elasticities holds in the aggregate, with the input level \( L^* \) referring to the average input use across farms.

However, the potential pitfall with aggregation comes from the fact that the set of fields in a given crop may change over time. For example, if the set of fields in corn is growing, then aggregate changes in nitrogen fertilizer used for corn production will reflect not only changes in the optimal usage levels for incumbent corn fields, but will also include fertilizer used on new corn fields. In other words, equations (2.3) and (2.4) do not apply to newly planted fields because input use is not at an interior solution, and therefore we cannot take the derivative of yields with respect to input use for such fields.

I argue that, fortunately, acreage responses are likely to introduce positive bias into indirect estimates of aggregate of yield-price elasticities, meaning that indirect estimation still provides a useful tool for estimating upper bounds on yield-price elasticities.

\[ ^3 \text{Technically, we must assume that } Y(L) \text{ is concave, twice continuously differentiable and that } L^*(P_r) \text{ is at an interior solution to guarantee that } \frac{dL^*}{dP_r} \text{ is well defined.} \]
To make this argument formally, I must expand the notation. Suppose average yields are defined as follows:

\[
\bar{Y}(P_r) \equiv \frac{\int_0^{A^*(P_r)} Y^*_i(P_r) \, di}{A^*(P_r)}
\]

where \(i\) indexes fields, \(A_i\) is the acreage of field \(i\), \(Y^*_i(P_r)\) are the optimal yields for field \(i\) with price ratio \(P_r\), and \(A^*(P_r)\) is the equilibrium acreage with all fields such that \(i \leq A^*(P_r)\) being planted.

The aggregate yield elasticity is the elasticity of \(\bar{Y}(P_r)\) with respect to \(P_r\). Combined, an average yield elasticity and an acreage elasticity imply a supply elasticity. For many purposes, knowing the yield elasticities for individual fields would be ideal, but for applications depending on supply elasticities, knowing average yield elasticities is sufficient.

Define average fertilizer use similarly:

\[
\bar{L}(P_r) \equiv \frac{\int_0^{A^*(P_r)} L^*_i(P_r) \, di}{A^*(P_r)}
\]

where \(L^*_i(P_r)\) is the optimal level of per-acre fertilizer use in field \(i\) (conditional on the field’s being planted).

We can now restate formally the difficulty with aggregation. While optimal input use implies

\[
\forall i: \quad \frac{dY^*_i(P_r)}{dP_r} = P_r \frac{L^*_i(P_r)}{dP_r},
\]

the aggregate relationship does not hold:

\[
\frac{d\bar{Y}(P_r)}{dP_r} \neq P_r \frac{\bar{L}(P_r)}{dP_r}
\]

because of the endogeneity of \(A^*(P_r)\). However, I argue that the indirect aggregate estimate provides a lower bound for the aggregate yield elasticity with respect to \(P_r\) (or an upper bound on the yield elasticity with respect to the output price) given a plausible assumption.

**Proposition 1.** Assuming that marginal fields are no more profitable than the average cultivated field in terms of expected revenues net of fertilizer costs,

\[
\mathcal{E}_{Y,P_r} \geq P_r \frac{\bar{L}(P_r)}{\bar{Y}(P_r)} \mathcal{E}_{L,P_r}.
\]

Furthermore, since \(\mathcal{E}_{Y,P_Y} = -\mathcal{E}_{Y,P_r}\),

\[
\mathcal{E}_{Y,P_Y} \leq -P_r \frac{\bar{L}(P_r)}{\bar{Y}(P_r)} \mathcal{E}_{L,P_r}.
\]

While it is theoretically possible for the revenues net of fertilizer costs for marginal fields to be higher than fields which are already planted, it would be extremely surprising.
PROOF. Using Leibniz’s rule, the aggregate yield elasticity can be written:

\[ \mathcal{E}_{Y,P_r} = \frac{P_r}{Y(P_r)} \int_0^{A^*(P_r)} \frac{dY^*(P_r)}{dP_r} \, di + \mathcal{E}_{A^*,P_r} \left( \frac{Y^*_A(P_r)(P_r) - \bar{Y}(P_r)}{Y(P_r)} \right), \]

where \( Y^*_A(P_r)(P_r) \) denotes the yield of the marginal field. A similar equation holds for the aggregate fertilizer elasticity:

\[ \mathcal{E}_{L,P_r} = \frac{P_r}{L(P_r)} \int_0^{A^*(P_r)} \frac{dL^*(P_r)}{dP_r} \, di + \mathcal{E}_{A^*,P_r} \left( \frac{L^*_A(P_r)(P_r) - \bar{L}(P_r)}{L(P_r)} \right). \]

Multiplying equation (2.6) by \( \frac{L(P_r)}{Y(P_r)} \) and rearranging,

\[ \frac{P_r}{Y(P_r)} \int_0^{A^*(P_r)} \frac{dY^*(P_r)}{dP_r} \, di = P_r \frac{L(P_r)}{Y(P_r)} \mathcal{E}_{L,P_r} - P_r \frac{L(P_r)}{Y(P_r)} \mathcal{E}_{A^*,P_r} \left( \frac{L^*_A(P_r)(P_r) - \bar{L}(P_r)}{L(P_r)} \right). \]

Finally, substituting equation (2.7) into equation (2.5),

\[ \mathcal{E}_{Y,P_r} = P_r \frac{L(P_r)}{Y(P_r)} \mathcal{E}_{L,P_r} + \mathcal{E}_{A^*,P_r} \left( \frac{Y^*_A(P_r)(P_r) - \bar{Y}(P_r)}{Y(P_r)} \right) - P_r \left( \frac{L^*_A(P_r)(P_r) - \bar{L}(P_r)}{Y(P_r)} \right). \]

Given that the acreage-price elasticity is negative, the bias of the indirect estimate \( P_r \frac{L(P_r)}{Y(P_r)} \mathcal{E}_{L,P_r} \) has the same sign as

\[ P_Y \left( Y^*_A(P_r)(P_r) - \bar{Y}(P_r) \right) - P_L \left( L^*_A(P_r)(P_r) - \bar{L}(P_r) \right), \]

which is precisely how the profits of a marginal field differ from the average cultivated field (accounting only for the costs of the modeled input). Given the assumption, the difference in profits is negative, so the bias in the indirect estimate of the yield elasticity with respect to \( P_r \) is also negative. Conversely, \(-P_r \frac{L(P_r)}{Y(P_r)} \mathcal{E}_{L,P_r}\) has positive bias as an estimate of the yield elasticity with respect to \( P_Y \).

2.2.3. Multiple inputs. This theory extends to the case of multiple inputs. Let \( L = (L_1, \ldots, L_J) \) be a vector of \( J \) inputs, and \( P = (P_1/P_Y, \ldots, P_J/P_Y) \) be the vector of input-output price ratios. The first-order condition (2.2) becomes

\[ \nabla_L Y = P. \]

The derivative condition (2.3) becomes

\[ \nabla_P Y^* = (J_P L^*)' P. \]
where $J_P^* L^*$ is the Jacobian of the optimal input choice vector $L^*$ with respect to $P$. The elasticity condition (2.4) becomes

$$
(2.10) \quad \varepsilon_{Y,P} = \varepsilon_L' P X (P)
$$

where $X (P) = \left( \frac{P_1^* L_1}{P_Y}, \ldots, \frac{P_J^* L_J}{P_Y} \right)$ is a vector containing the ratio of expenditure to expected revenue for each input, and $\varepsilon_L P$ is the matrix of input use-price elasticities; i.e.,

$$
\varepsilon_L P = \begin{bmatrix}
\varepsilon_{L_1, P_1/P_Y} & \cdots & \varepsilon_{L_1, P_J/P_Y} \\
\vdots & \ddots & \vdots \\
\varepsilon_{L_J, P_1/P_Y} & \cdots & \varepsilon_{L_J, P_J/P_Y}
\end{bmatrix}.
$$

Finally, note that the yield elasticity with respect to the output price (holding input prices fixed), can simply be obtained by summing the yield-input price elasticities for each input; i.e.,

$$
(2.11) \quad \frac{\partial \ln Y^*}{\partial \ln P_Y} = \sum_{j=1}^J \frac{\partial \ln Y^*}{\partial \ln(P_j/P_Y)} \frac{d \ln (P_j/P_Y)}{d \ln (P_Y)} = - \sum_j \frac{\partial \ln Y^*}{\partial \ln(P_j/P_Y)},
$$

since $\frac{d \ln (P_j/P_Y)}{d \ln (P_Y)} = -1$ for all $j$ (given that $P_j$ is fixed).

Finally, the argument behind Proposition 1 extends naturally to the case of multiple inputs, so assuming that the revenues net of total fertilizer costs for the average cultivated field is higher than for marginal fields, we can conclude that

$$
\bar{\varepsilon}_{Y,P_Y} \leq - \sum_j \sum_{j'} X_{j'} (P) \bar{\varepsilon}_{L_j, P_{j'}/P_Y}.
$$

### 2.3. Data and estimation

In this section, I describe the implementation of the indirect estimation approach for US corn, soybeans, and wheat. Indirect estimation is based on estimates of input use elasticities for nitrogenous fertilizers (abbreviated by $N$), phosphates ($P$), and potash ($K$). For comparison, I also compute direct estimates of yield-price elasticities.

#### 2.3.1. Data

Data on fertilizer use and prices were obtained from the National Agricultural Statistics Service and date back to 1990 (with some missing years). Fertilizer application data is available for each crop in most of the states where the crop is prominent. State-level fertilizer price data is more sparse, so national average prices paid are used when state-level prices are missing. The nitrogen price is derived from
the price of anhydrous ammonia; the phosphate price, from the price of superphosphate 44-46%; the potash price, from the price of muriate of potash 60-62%.  

Expected output prices are taken from futures prices obtained from the Chicago Board of Trade. The expected prices for corn and soybeans are the average prices in January for contracts with delivery in the November or December. For winter wheat, the expected price for year $t$ is the average price in the September of year $t-1$ for contracts with delivery in December of year $t$.

While realized yields are used in the direct estimation of yield elasticities, indirect estimation calls for a measure of expected yields (see equation (2.4)). Expected yields are computed using the county-level yield forecasts computed by Scott (2013), and then aggregating to the state level by taking an average weighted by harvested acreage.  

### 2.3.2. Empirical models.

I begin by estimating yield-price elasticities directly, using the following regression:

$$
\ln(Y_{st}) = \alpha \ln(P_t) + f(t) + \alpha_{0s} + \varepsilon_{st}
$$

where $s$ indexed US states, $t$ indexes years, $Y_{st}$ is the realized yield, $P_t$ is the expected output price, $f(t)$ is a time trend, and $\alpha_{0s}$ is a state fixed effect. I estimate equation (2.12) separately for corn, soybeans, and winter wheat. The parameter $\alpha$ is the direct estimate of the yield-price elasticity. For all regression equations with a time trend, I use a cubic spline with three knots for $f(t)$.

I also estimate the following more flexible direct model:

$$
\ln(Y_{st}) = \sum_j \alpha_j \ln(P_t/P_j) + f(t) + \alpha_{0s} + \varepsilon_{st}
$$

where $j$ indexes inputs, $\sum_j \alpha_j$ is the yield-price elasticity (with respect to the output price, holding input prices fixed), and the inputs included are nitrogen, phosphate, and potash.

Indirect estimation of yield-price elasticities begins with estimates of input use elasticities. I estimate a restricted model of input use elasticities with cross-price elasticities set to zero,

$$
\ln(L_{jst}) = \gamma_j \ln(P_t/P_j) + f(t) + \alpha_{0js} + \varepsilon_{jst},
$$

where $L_{jst}$ is the per-acre input use for nutrient $j$ in state $s$ during year $t$ (by crop).

---

4Prices were converted to prices per nutrient short ton using chemical masses. For example, the price of nitrogen is the price per short ton of ammonia times 17/14. Data on fertilizer use are in terms of nutrient tons, so converting prices in this way is necessary to compute fertilizer expenditure appropriately.

5Note that these measures of expected yields could not be plugged into the direct estimation approach, for they are constructed without using input and output prices - they only smooth over technological change and eliminate weather variation.
Table 1. Average share of expected revenue spent on nutrient inputs

<table>
<thead>
<tr>
<th></th>
<th>Nitrogen</th>
<th>Phosphate</th>
<th>Potash</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corn</td>
<td>0.069</td>
<td>0.045</td>
<td>0.031</td>
</tr>
<tr>
<td>Soybeans</td>
<td>0.019</td>
<td>0.059</td>
<td>0.046</td>
</tr>
<tr>
<td>Winter wheat</td>
<td>0.083</td>
<td>0.068</td>
<td>0.034</td>
</tr>
</tbody>
</table>

US-wide averages, 1990-2010 based on NASS reports.

I also estimate an input use model with a full set of first-order input use elasticities:

\[
 \ln (L_{jst}) = \sum \gamma_{jj'} \ln \left( \frac{P_t}{P_{j'}} \right) + f(t) + \alpha_{0js} + \varepsilon_{jst}.
\]

All regression equations are estimated separately for each crop. As a robustness check, I also estimate differenced versions of equations (2.14) and (2.15) which feature differenced input use and price ratios but omit the time trend and fixed effects.

2.3.3. Indirect estimation example. Indirect estimation requires two inputs: estimates of the revenue shares of input expenditures, and estimates of input use elasticities. Table 1 presents revenue shares of input expenditure for each crop and nutrient, based on averages of such shares across states and years (weighted by harvested area). Table 2 presents input elasticities (estimates of equation (2.15)) for corn with a full set of cross-price input use elasticities (equation (2.15)). Together, these two tables present the numbers we need to indirectly compute a yield-price elasticity.

As described in Section 2.2.3, the indirect estimate is computed by multiplying the matrix of input use elasticities by the vector of revenue shares. Using input elasticities from Table 2 and expenditure shares from Table 1,

\[
\begin{pmatrix}
-0.0146 & 0.1439 & -0.0899 \\
-0.0840 & 0.2321 & 0.0107 \\
-0.1247 & 0.2749 & 0.1503
\end{pmatrix}
\begin{pmatrix}
0.0689 \\
0.0450 \\
0.0305
\end{pmatrix} =
\begin{pmatrix}
-0.0086 \\
0.0288 \\
-0.0011
\end{pmatrix},
\]

and then summing the resulting vector delivers a yield-price elasticity of 0.019.

All indirect yield-price elasticities presented in Table 4 are estimated according to this indirect procedure. Standard errors on the indirect estimates are derived by sampling input use elasticity matrices from their estimated asymptotic distribution, and then constructing a simulated distribution of yield elasticities by computing the indirect estimate for each matrix of sampled input use elasticities.

2.3.4. On endogeneity. Although the literature on fertilizer demand has largely ignored simultaneity problems, it is worth considering whether unobservable factors which shift the fertilizer demand curve could create bias when estimating equation (2.14) or (2.15).
Table 2. Input use elasticities for corn

<table>
<thead>
<tr>
<th></th>
<th>$\ln(x_{N,corn})$</th>
<th>$\ln(x_{P,corn})$</th>
<th>$\ln(x_{K,corn})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ln(P_{corn}/P_N)$</td>
<td>-0.0146</td>
<td>-0.0840</td>
<td>-0.125</td>
</tr>
<tr>
<td>(0.0329)</td>
<td></td>
<td>(0.0480)</td>
<td>(0.0330)</td>
</tr>
<tr>
<td>$\ln(P_{corn}/P_P)$</td>
<td>0.144</td>
<td>0.232</td>
<td>0.27</td>
</tr>
<tr>
<td>(0.0936)</td>
<td></td>
<td>(0.104)</td>
<td>(0.0791)</td>
</tr>
<tr>
<td>$\ln(P_{corn}/P_K)$</td>
<td>-0.0899</td>
<td>0.0107</td>
<td>0.150</td>
</tr>
<tr>
<td>(0.0899)</td>
<td></td>
<td>(0.0917)</td>
<td>(0.0686)</td>
</tr>
<tr>
<td>Observations</td>
<td>251</td>
<td>251</td>
<td>250</td>
</tr>
</tbody>
</table>

Standard errors with clustering by year in parentheses. Regressions include cubic spline with three knots and state-level dummy variables.

One might argue that shifts in fertilizer prices are likely to be driven almost entirely by exogenous factors shifting the supply of fertilizer. For example, the natural gas price is plausibly the main determinant of the price of ammonia (and other nitrogenous fertilizers, which are all derived from ammonia), and ammonia production accounts for less than 1.5% of natural gas use in the United States. Furthermore, there are many firms in the fertilizer manufacturing industry producing homogeneous chemical products, so demand shifts are not likely to affect markups.6

Furthermore, fertilizer application rates in the US have been relatively stable in the US since the late 1970’s,7 and changes in crop acreage are generally very gradual, so it’s not clear that there are any factors which would shift the demand curve for fertilizer substantially in the short run, and fertilizer production is arguably constant returns to scale in the long run, so gradual changes in the demand curve might not affect prices.

On the supply side, there are undoubtedly large sources of variation in costs, at least for the production of nitrogenous fertilizers. The price of natural gas is highly volatile, and natural gas accounts for on the order of 90% of ammonia production costs Yara (2012), and ammonia is the main input for all nitrogenous fertilizers.

Thus, I argue that endogeneity may not be a large concern when estimating fertilizer use elasticities.
### Table 3. Direct yield elasticity estimates

<table>
<thead>
<tr>
<th></th>
<th>(\ln (Y_{\text{corn}}))</th>
<th>(\ln (Y_{\text{soybeans}}))</th>
<th>(\ln (Y_{\text{wheat}}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\ln (P_{\text{crop}}))</td>
<td>0.245</td>
<td>0.203</td>
<td>-0.0348</td>
</tr>
<tr>
<td></td>
<td>(0.140)</td>
<td>(0.122)</td>
<td>(0.105)</td>
</tr>
<tr>
<td>(\ln (P_{\text{crop}}/P_N))</td>
<td>-0.0395</td>
<td>-0.0719</td>
<td>-0.0733</td>
</tr>
<tr>
<td></td>
<td>(0.0762)</td>
<td>(0.0809)</td>
<td>(0.0767)</td>
</tr>
<tr>
<td>(\ln (P_{\text{crop}}/P_P))</td>
<td>-0.184</td>
<td>0.0873</td>
<td>0.0803</td>
</tr>
<tr>
<td></td>
<td>(0.147)</td>
<td>(0.177)</td>
<td>(0.149)</td>
</tr>
<tr>
<td>(\ln (P_{\text{crop}}/P_K))</td>
<td>0.181</td>
<td>0.110</td>
<td>-0.0523</td>
</tr>
<tr>
<td></td>
<td>(0.0847)</td>
<td>(0.108)</td>
<td>(0.124)</td>
</tr>
<tr>
<td>Observations</td>
<td>495</td>
<td>495</td>
<td>410</td>
</tr>
<tr>
<td>Yield Elasticity</td>
<td>0.245</td>
<td>0.203</td>
<td>0.125</td>
</tr>
<tr>
<td>95% CI</td>
<td>(-0.05,0.54)</td>
<td>(-0.35,0.27)</td>
<td>(-0.21,0.46)</td>
</tr>
</tbody>
</table>
| \(P_{\text{crop}}\) refers to \(P_{\text{corn}}\), \(P_{\text{soybeans}}\), or \(P_{\text{wheat}}\), corresponding to the dependent variable. Standard errors with clustering by year in parentheses. Regressions include cubic spline with three knots and state-level dummy variables.

### Table 4. Indirect yield-price elasticity estimates

<table>
<thead>
<tr>
<th>Regression Cross-price specification elasticities</th>
<th>Corn</th>
<th>Soy</th>
<th>Wheat</th>
</tr>
</thead>
<tbody>
<tr>
<td>levels no</td>
<td>0.021</td>
<td>0.059</td>
<td>0.008</td>
</tr>
<tr>
<td>95% CI</td>
<td>(0.011,0.031)</td>
<td>(0.017,0.101)</td>
<td>(-0.039,0.056)</td>
</tr>
<tr>
<td>levels yes</td>
<td>0.019</td>
<td>0.036</td>
<td>0.034</td>
</tr>
<tr>
<td>95% CI</td>
<td>(0.006,0.032)</td>
<td>(-0.001,0.072)</td>
<td>(-0.039,0.107)</td>
</tr>
<tr>
<td>differences no</td>
<td>0.006</td>
<td>-0.011</td>
<td>0.002</td>
</tr>
<tr>
<td>95% CI</td>
<td>(-0.004,0.016)</td>
<td>(-0.046,0.023)</td>
<td>(-0.124,0.128)</td>
</tr>
<tr>
<td>differences yes</td>
<td>0.009</td>
<td>-0.024</td>
<td>0.031</td>
</tr>
<tr>
<td>95% CI</td>
<td>(-0.006,0.023)</td>
<td>(-0.058,0.010)</td>
<td>(-0.027,0.089)</td>
</tr>
</tbody>
</table>

95% Confidence intervals with clustering by year in parentheses.

### 2.4. Results

Table 3 presents direct estimates of yield-price elasticities for all three crops. All 95% confidence intervals for the yield-price elasticity contain zero, and the narrowest confidence interval has an upper bound of .27 for corn, .46 for soybeans, and .19 for wheat.

6According to 2011 USGS Minerals Yearbook publications, there were 13 companies actively producing ammonia (activated nitrogen) in the US in 2011, six companies mining phosphate rock, and three companies producing potash. Producers of fertilizer nutrients also face substantial import competition. In recent years, almost 40% of activated nitrogen consumed in the US has been imported, about 10% of phosphate rock, and over 80% of potash. See USGS Minerals Yearbooks for details.

In contrast, indirect estimates presented in Table 4 are considerably more precise. The largest upper bounds for 95% confidence intervals are just over .03 for corn, .1 for soybeans, and .13 for wheat. In all cases, indirect estimation provides unambiguous gains in precision.

Furthermore, my estimates pin down the magnitude of yield-price elasticities considerably more precisely than other estimates in the literature. After Houck and Gallagher (1976), the trend has been towards yield-price elasticities for US corn which are insignificantly different from zero, with standard errors getting smaller. Menz and Pardey (1983) and Choi and Helmberger (1993) were not able to rule out yield-price elasticities as large as .3. Berry and Schlenker’s (2011) unpublished results are compatible with yield-price elasticities for US corn as large as .1. My indirect estimates suggest that the yield-price elasticity for US corn is unlikely to be larger than .04.

2.5. Conclusion

Indirect estimation proves to be a useful tool in obtaining relatively precise estimates of yield-price elasticities. Both direct and indirect estimation deliver point estimates of yield-price elasticities which are insignificantly different from zero, but indirect estimation is considerably more precise, providing evidence against high values of yield-price elasticities which would be compatible with the direct estimates. My indirect estimates suggest that yield-price elasticities are quite small for major US crops – probably no greater than .04 for corn, .11 for soybeans, and .13 for wheat.

My results indicate that yield-price elasticities as high as .25 (used in Tyner et al. (2010)) are far too high, at least for the US. Given Scott’s (2013) estimates of long run acreage-price elasticities on the order of .4 for US cropland, acreage responses appear to be the dominant component of crop supply response in the long run.
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CHAPTER 3

Climate-Saving Dietary Change: The Case of Soy Milk
3.1. Introduction

*Could dietary change have a dramatic impact on greenhouse gas emissions?* Although there is considerable uncertainty in estimates of the greenhouse gas (GHG) emissions embodied in different foods, it seems like the answer to this question is yes. For example, most studies suggest that beef has a much higher carbon footprint than chicken, regardless of whether carbon footprints measured in terms of weight, calories, or protein content.¹ Nutritionally comparable foods with different carbon footprints may exist, but one could argue that this fact in itself has little normative relevance, for consumers may or may not view such foods as substitutes in practice.

A similar point could be made about whole diets. Many have noted that a shift towards plant-based diets could reduce greenhouse gas emissions, but formal analysis of the issue has largely only evaluated the GHG emissions embodied in different diets while ignoring people’s willingness to undergo dietary change. Such studies include Eshel and Martin (2006) and Carlsson-Kanyama and Gonzalez (2009).

*How would diets change if food prices reflected the social costs of GHG emissions?* Answering this question requires an understanding of how food demand responds to prices. While estimating demand patterns for all food products presents a daunting task, I attempt to shed some light on the issue by focusing on milk consumption.

One reason for focusing on the milk market is that it includes a traditional animal-based product, cow’s milk, as well as plant-based products, such as soy milk. Furthermore, the dairy industry merits some attention in its own right, for it is responsible for an estimated 4% of anthropogenic greenhouse gas emissions (FAO, 2010).

I simulate price changes on milk products corresponding to the social costs of embodied GHG emissions, finding very little substitution from cow’s milk to soy milk. Overall decreases in milk consumption may be more substantial, but my partial equilibrium model of milk consumption cannot predict how decreased milk consumption will affect net GHG emissions.

Turning to a broader data set, I document a steady positive trend in US soy milk consumption between 2001 and 2006. This trend cannot be explained by price changes, so it calls for an explanation which goes beyond a static demand model. I present evidence which loosely corroborates an explanation in which consumers were uncertain about their preferences for soy milk and had to discover their preferences through experimentation. However, this does not rule out other factors such as consumption externalities or changing perceptions of the health impacts of various types of milk.

---

sections 3.2 explains the model and estimation strategy, with an econometric strategy following in the tradition of Berry et al. (1995). Section 3.3 presents results and counterfactuals. Section 3.4 documents the growth in soy milk consumption and explores the role of soy milk promotions and discounts.

### 3.2. Model and estimation

Cow’s milk is a commodity when it leaves the farm, but it is a highly differentiated product by the time it reaches consumers. Retailers in the US generally carry private label milks alongside national brands. Cow’s milk comes in several levels of fat content as well as organic, flavored, and lactose-free varieties. Non-dairy milks such as soy milk (along with soy-based foods more broadly) have grown dramatically in popularity over the last 15 years, and soy milk drinkers now enjoy a similar degree of product differentiation to cow’s milk drinkers.

A discrete choice model with random coefficients allows us to flexibly model demand within this differentiated product market.\(^2\) Let consumer \(i\)’s utility of purchasing product \(j\) at store \(m\) in month \(t\) be denoted by

\[
 u_{ijmt} = \beta_i x_{jmt} + \xi_{jmt} + \varepsilon_{ijmt}
\]

where \(x_{jmt}\) are the characteristics of product \(j\) in market \(t\), \(\xi_{jmt}\) is a market-level demand shock, and \(\varepsilon_{ijmt}\) is an idiosyncratic shock, assumed to be identically and independently distributed across \(i\), \(j\), and \(t\) according to a type 1 extreme value distribution.

I estimate the model using scanner data from a major US grocery retail chain.\(^3\) The data include monthly sales of all cow’s milk, soy milk, and rice milk products for 223 Northern California stores between October 2004 and October 2005. The vector of characteristics \(x\) includes price, an organic dummy, a nondairy dummy, and lactose-free dummy, and brand dummies. A couple notes about this set of characteristics are in order. First, the dairy and no-lactose dummies are not collinear because some cow’s milk products have had the lactose removed, e.g., Lactaid. Furthermore, there is no substantive distinction between soy milk and rice milk in the model – they simply appear as different brands of non-dairy milk. Since there is only one brand of rice milk (Rice Dream) available in the data set, I cannot identify a coefficient on a rice-milk dummy apart from the Rice Dream brand dummy. Table 1 presents summary statistics of the brands in the data.

For each store, I construct a measure of market size based on store area by regressing the average volume of sales on store area and multiplying fitted values for each store by three. Like most measures of market size in the empirical discrete choice literature, this is admittedly quite arbitrary, based on little more than

\(^2\)See Berry (1994) for an explanation of how the random coefficients model compares to other discrete choice models, or (Train’s 2009) chapter on “Mixed Logit” models for a textbook treatment.

\(^3\)See the SIEPR-Giannini website for more information about the data center: http://are.berkeley.edu/SGDC/.
the intuition that it would probably be very hard to get Americans to drink more than three times as much milk as they normally do, even with extremely low prices.

Another benefit of using a random coefficients model is that it allows us to incorporate demographic data. I allow for correlation between the random coefficients, age, and ethno-racial categories; the joint distribution of these demographic variables by zip code comes from the US Census of Population in 2000. To capture the effects of differential rates of lactose intolerance, I estimate different coefficients on the lactose-free dummy estimated for each of the following ethno-racial categories: Asian, black, white non-Hispanic, and other. I also allow young-adults to have a different mean value for the non-dairy coefficient.

Formally, let $v_i$ represent the demographic characteristics of individual $i$. For non-price, characteristics, I assume that random coefficients are distributed normally, conditional on demographic characteristics,

$$
\beta_i \sim \mathcal{N} \left( \bar{\beta} + \Gamma \left( v_i \right), \Sigma \right).
$$

and the following specification for $\Gamma$,

$$
\begin{pmatrix}
\Gamma_{\text{non-dairy}} (v_i) \\
\Gamma_{\text{lactose-free}} (v_i)
\end{pmatrix} = 
\begin{pmatrix}
\gamma_a \cdot D_{i, 18 \leq \text{AGE} \leq 30} \\
\sum_r \gamma_r D_{i, r}
\end{pmatrix}
$$

where $D_{i, 18 \leq \text{AGE} \leq 30}$ is an indicator for whether an individual’s age is between 18 and 30, and $D_{r,i}$ represents racial dummy variables, where the racial categories are Asian, black, non-Hispanic white, and other.

Furthermore, I restrict $\Sigma$ such that only the non-dairy coefficient has a purely stochastic component – i.e., the only nonzero element of $\Sigma$ corresponds to the variance of the non-dairy coefficient for a given value of $v_i$. While this allows for flexible substitution between dairy and non-dairy milks, the model model still places severe restrictions on the cross-price elasticities between products within the non-dairy and dairy.
categories. However, within-category substitution patterns are not terribly important for the counterfactuals of interest.

For comparison’s sake, I also estimate basic logit and nested logit models. In the nested logit model, products are grouped by the non-dairy dummy, which means the nested logit model is very similar to the random coefficients model, differing only in distributional assumptions.

I estimate $\theta$ using a method of moments procedure based on

$$E[\xi_{jmt}(\theta) z_{jmt}] = 0$$

where $z_{jmt}$ is a vector of instruments explained below. I use the the contraction mapping introduced by Berry et al. (1995) to recover demand shocks for a given parameter vector, $\hat{\xi}_{jt}(\theta)$.

First, all non-price product characteristics are included in $z$ – these instruments are very standard. I also construct two instruments representing the number of available products with the same value of the non-dairy variable. For all non-dairy milks, the non-dairy instrument represents the number of other non-dairy milk products available in the market; for dairy products, this instrument is fixed at zero. The second instrument is constructed analogously for dairy milk products. Note that these instruments are a subset of the instruments suggested by Berry et al. (1995) (BLP instruments), and they constitute a minimal set of instruments which, on their own, provide strong identification in the nested logit model.

Next, I include a set of instruments which are interactions of product characteristics with demographic statistics. There is one such instrument for each parameter of $\Gamma$ in the model. Corresponding to $\gamma_a$, I interact the share of young adults in market $m$ with the non-dairy dummy variable. Corresponding to each $\gamma_r$, I interact the lactose-free dummy with the share of ethno-racial category $r$ within market $m$. While it is possible in principle to identify the parameters of $\Gamma$ with a larger set of BLP instruments, these population-based instruments seem to provide much stronger identification.

Finally, $z$ includes a unit cost measure provided by the retailer. It represents the retailer’s estimate of the cost of replacing the item on the shelf. While wholesale prices should not be correlated with local demand shocks, one concern is that the $\xi$’s could include multi-market components which would be correlated with the unit cost measure.

### 3.3. Results

**Parameter estimates and elasticities.** Table 2 displays parameter estimates for the basic logit and random coefficients model. Nested logit coefficient estimates are omitted since the parameter values are not directly comparable.
Table 2: Coefficient estimates

<table>
<thead>
<tr>
<th></th>
<th>RC-Full</th>
<th>RC-Simple</th>
<th>Logit-GMM</th>
<th>Logit-OLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_{\text{price}} )</td>
<td>-0.469</td>
<td>-0.475</td>
<td>-0.46</td>
<td>-0.285</td>
</tr>
<tr>
<td></td>
<td>(0.0071)</td>
<td>(0.0075)</td>
<td>(0.007)</td>
<td>(0.0059)</td>
</tr>
<tr>
<td>( \sigma_{\text{non-dairy}} )</td>
<td>3.68</td>
<td>4.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.39)</td>
<td>(0.55)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \gamma_{\text{young,non-dairy}} )</td>
<td>1.37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \gamma_{\text{asian,no-lactose}} )</td>
<td>0.346</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.051)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \gamma_{\text{black,no-lactose}} )</td>
<td>1.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.071)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \gamma_{\text{other,no-lactose}} )</td>
<td>-0.195</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Standard errors in parentheses

Logit-OLS

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Price</th>
<th>PL-A</th>
<th>Horizon</th>
<th>8thC</th>
<th>Silk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>PL-A</td>
<td>-0.566</td>
<td>0.443</td>
<td>0.393</td>
<td>0.412</td>
</tr>
<tr>
<td></td>
<td>Horizon</td>
<td>0.006</td>
<td>-2.240</td>
<td>0.017</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td>Silk</td>
<td>0.003</td>
<td>0.011</td>
<td>0.010</td>
<td>-2.090</td>
</tr>
</tbody>
</table>

Logit-GMM

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Price</th>
<th>PL-A</th>
<th>Horizon</th>
<th>8thC</th>
<th>Silk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>PL-A</td>
<td>-0.903</td>
<td>0.708</td>
<td>0.628</td>
<td>0.658</td>
</tr>
<tr>
<td></td>
<td>Horizon</td>
<td>0.010</td>
<td>-3.550</td>
<td>0.027</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>8thC</td>
<td>0.002</td>
<td>0.006</td>
<td>-3.160</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Silk</td>
<td>0.005</td>
<td>0.017</td>
<td>0.015</td>
<td>-3.320</td>
</tr>
</tbody>
</table>

Nested Logit

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Price</th>
<th>PL-A</th>
<th>Horizon</th>
<th>8thC</th>
<th>Silk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>PL-A</td>
<td>-0.735</td>
<td>1.640</td>
<td>0.325</td>
<td>0.341</td>
</tr>
<tr>
<td></td>
<td>Horizon</td>
<td>0.022</td>
<td>-3.810</td>
<td>0.014</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>8thC</td>
<td>0.001</td>
<td>0.003</td>
<td>-3.100</td>
<td>0.381</td>
</tr>
<tr>
<td></td>
<td>Silk</td>
<td>0.003</td>
<td>0.009</td>
<td>1.080</td>
<td>-2.570</td>
</tr>
</tbody>
</table>

RC-Full

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Price</th>
<th>PL-A</th>
<th>Horizon</th>
<th>8thC</th>
<th>Silk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Price</td>
<td>PL-A</td>
<td>-0.919</td>
<td>0.724</td>
<td>0.417</td>
<td>0.438</td>
</tr>
<tr>
<td></td>
<td>Horizon</td>
<td>0.010</td>
<td>-3.620</td>
<td>0.018</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td>8thC</td>
<td>0.001</td>
<td>0.004</td>
<td>-3.020</td>
<td>0.235</td>
</tr>
<tr>
<td></td>
<td>Silk</td>
<td>0.004</td>
<td>0.012</td>
<td>0.666</td>
<td>-2.750</td>
</tr>
</tbody>
</table>

Figure 3.1. Mean cross-price elasticities for selected products and specifications.

Unsurprisingly, controlling for price endogeneity leads to more elastic demand, and I find substantial heterogeneity in tastes for non-dairy milk. Furthermore, the ethno-racial coefficient estimates on the lactose-free dummy seem reasonable, given that Asians and blacks are known to have high rates of lactose intolerance (note that non-Hispanic whites are the omitted group).

Figure 1 presents average cross-price elasticity estimates (weighted by market size) for four brands and four model specifications.
As the difference between the Logit-OLS and Logit-GMM specifications makes clear, own-price elasticities are much larger in magnitude after controlling for price endogeneity. However, the own-price elasticities are relatively similar across specifications which do account for price endogeneity.

The differences in cross-price elasticity estimates are more interesting. In the nested logit and random coefficients specifications, the cross-price elasticities between the two soy milk products (8th Continent and Silk) are dramatically higher, highlighting the importance of controlling for heterogeneity.

The estimates suggest that there is very little substitution between cow’s milk and soy milk in response to price changes. As a result, the main effect of a price increase for cow’s milk products would be to decrease cow’s milk consumption, without having much impact on soy milk consumption. Below, I will demonstrate this point formally with counterfactuals.

The own-price elasticity of Private label A merits further comment. Inelastic own-price elasticity estimates sometimes reflect a problem, since locally inelastic demand is inconsistent with optimal price setting in a single-product context. However, the grocery store’s price setting problem is a multi-product one. If other non-milk products have negative cross-price elasticities with milk, then the optimal pricing point could very well involve an inelastic own-price elasticity for milk. This story is consistent with industry anecdotes in which milk serves as a loss leader, i.e., to bring shoppers into the grocery store. Note that Private label A is the product with the largest market share and lowest price.

**Counterfactuals.** Would milk consumption change dramatically if prices reflected social costs of GHG emissions? To answer this question, we must first quantify the social costs of GHG emissions embodied in milk.

There have been several studies estimating the carbon footprint of cow’s milk. Thoma et al. (2010) estimate that, in the US, the cradle-to-retail production chain for cow’s milk involves about 1.8 kilograms of CO₂-equivalent emissions per kilogram of milk, on average. A global analysis of the dairy industry by the Food and Agricultural Organization puts the figure for North America at 1.3 kg of emissions per kilogram of milk (FAO, 2010). It’s worth noting that the FAO report also documents substantial regional heterogeneity in milk’s carbon footprint, where a gallon of milk produced in some parts of the world embody as much as five times the emissions of a gallon of milk produced in the US.

Soy milk’s carbon footprint has not been studied as carefully, at least not in well-documented, published studies. Silk’s promotional website claims that production of their soy milk “generates 57% fewer greenhouse gasses than producing a half-gallon of typical dairy milk.”¹⁴ One assessment of tofu’s carbon footprint suggests that tofu embodies around 0.86kg CO₂e per kg of tofu.⁵ Since tofu is made from soy milk (and no protein is

---

added in the process), soy milk’s carbon footprint per gram of protein should be no larger than tofu’s. Given
than tofu is approximately 8% protein by weight and soy milk is approximately 3%, this suggests that soy
milk’s carbon footprint is on the order of 0.3-0.4 kg CO₂e. These numbers suggest that soy milk’s per-kg
carbon footprint is about one third of cow’s milk.

To put a dollar value on the emissions embodied in various products requires a value for the social cost
of GHG emissions, and there is little agreement regarding this value. Rather than taking a stand on this
parameter, I will simply compute several counterfactuals which correspond to taxing milks in proportion to
different carbon prices.

In the following counterfactuals, I simulate price increases on cow’s milk and soy milk products. Strictly
speaking, actual taxes might not lead to these price changes in equilibrium, for taxes might not fully pass
through to consumer prices because of imperfect competition and economies of scale.

Table 3 presents estimated changes in milk consumption for various price increases. For simplicity, all
cow’s milk products receive the same nominal price change, as do all non-dairy milk products.

Assuming carbon footprints of 1.8 kg CO₂e per kilogram of cow’s milk and 0.6 kg CO₂e per kilogram
of soy milk, the first three rows correspond to carbon prices of $12, $30, and $90 per metric ton of CO₂,
respectively. The final row corresponds to an extreme counterfactual with a large price increase for cow’s
milk and no price change for soy milk.

Comparing the changes for the logit and random coefficients specifications, there is less substitution
from cow’s milk to soy milk after accounting for heterogeneous preferences.

---

### Table 3: Counterfactuals

<table>
<thead>
<tr>
<th>ΔP</th>
<th>Logit-GMM model</th>
<th>RC-Full model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ΔQ, cow</td>
<td>ΔQ, soy</td>
</tr>
<tr>
<td>dairy</td>
<td>non-dairy</td>
<td></td>
</tr>
<tr>
<td>.07</td>
<td>.02</td>
<td>-2.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-2.13, -2.02)</td>
</tr>
<tr>
<td>.20</td>
<td>.07</td>
<td>-5.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-6.03, -5.71)</td>
</tr>
<tr>
<td>.61</td>
<td>.20</td>
<td>-17.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-17.8, -16.8)</td>
</tr>
<tr>
<td>1.0</td>
<td>0</td>
<td>-27.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(-28.1, -26.7)</td>
</tr>
</tbody>
</table>

Price changes are measured in dollars, quantity changes in percentages. Estimated 95% confidence intervals in parentheses.
3.4. MILK CONSUMPTION OVER TIME

By volume, soy milk accounts for only 2.5% of sales (by volume) in the data set, so the percentage changes in soy milk consumption are relatively small when translated to volumes. In the extreme counterfactual, soy milk’s share of milk consumption rises to 3.7%.

On the other hand, the change in the level of milk consumption may be more substantial, considering that dairy industry is responsible for an estimated 4% of anthropogenic greenhouse gas emissions (FAO, 2010). However, since I have only modeled demand for milk, I cannot say how reduced milk consumption will affect consumption of other goods, and the net effect on emissions depends on these other consumption changes, too. In other words, the model does not tell us what the outside option’s carbon footprint is.6

3.4. Milk consumption over time

The analysis in this section is based on a larger data set on retail consumption, covering in 48 regional markets within the US between 2001 and 2006. 7

Soy milk’s national share (by volume) of retail milk sales grew from about 0.5% in 2001 to over 2% in 2006, increasing in every regional market in the US. There were no dramatic price changes, and the cross-price elasticities are low anyways, so price dynamics cannot possibly explain the time trend.

---

6It could be argued that, unless expenditure on milk is replaced by expenditure on products like beef, which has a very high carbon footprint, it’s likely that decreased milk consumption will be emissions-saving. At $3/gallon and 1.8 kg CO₂e per kg of milk, cow’s milk purchases correspond to about 2.3kg CO₂e per dollar spent. In contrast, US emissions in 2009 were around 6.6 Gt CO₂e (EPA, 2011), or about 0.47 2.3kg CO₂e per dollar of GDP.
7I do not use the larger data set to estimate the random coefficients model because it does not include unit cost instruments and there is no location information beyond metropolitan area, prohibiting association of stores with zip-code level demographic information. Unfortunately, stores cannot be linked across years, making estimation of a dynamic model difficult.
This trend is in striking contrast to the results of section 3.3 – given my estimates, even a very high $1/gallon tax on cow’s milk would affect soy milk’s share of milk sales by less than the five-year change, which occurred without any significant price changes.

In other words, my estimates suggest that the effect of forcing consumers to internalize the externalities of GHG emissions embodied in milk would have a smaller effect than whatever drove the trend displayed in Figure 2. This is a strong suggestion that there is more to food consumption patterns than static relationships between prices and quantities.

Many explanations for the trend are possible – for example, information diffusion and consumption externalities. One might attribute some of the trend to growth in the soy milk product set, but this merely shifts the burden of explanation: why did the set of soy milk products grow over this period?

Another possibility is that consumers gradually discovered their soy milk preferences over time through experimentation. Tables 4 and 5 present evidence corroborating this explanation. In 2001, in-store soy milk promotions are associated with significantly elevated soy milk consumption in subsequent weeks. In 2006, there is no such lagged promotional effect – in fact, the small promotions in 2006 are associated with marginally significant lagged decreases in soy milk consumption, but these changes are far smaller in magnitude than the effects in 2001.

Thus, promotions in 2001 may have encouraged consumers to experiment with soy milk in 2001, resulting in higher consumption in weeks following the promotion due to consumers who discovered that they enjoyed soy milk. However, by 2006, most consumers might have been informed about their preferences, causing the lagged promotional effect to disappear. The slight dip following promotions in 2006 could be due to stocking up during promotional periods.

While it is hard to rationalize this pattern with other explanations, the presence of learning-by-consuming is compatible with other factors influencing the soy milk’s growth. In fact, it may be very difficult to fully explain such a long period of growth simply with a model of rational experimentation with a new product (i.e., why didn’t everybody experiment within the first year?). Social aspects to information diffusion (perhaps many people never seriously consider trying soy milk until hearing that a neighbor has switched to using it on her breakfast cereal) could explain prolonged adoption, as could consumption externalities (learning about appropriate consumption of a product from one’s neighbors). Determining whether these or other sources of dynamics are important in driving changes in food consumption is an important topic for future work.
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### Table 4: Effect of promotions, 2001

<table>
<thead>
<tr>
<th></th>
<th>log ($Q_{\text{soy}}$)</th>
<th>log ($P_{\text{cow}}$)</th>
<th>log ($P_{\text{soy}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>small promo</strong></td>
<td>-0.00898*** 0.0324***</td>
<td>0.0130 0.0187 0.0136</td>
<td>-1.426*** -1.192*** -1.428***</td>
</tr>
<tr>
<td></td>
<td>(0.00367) (0.00391)</td>
<td>(0.0141) (0.0152)</td>
<td>(0.0181) (0.0192) (0.0180)</td>
</tr>
<tr>
<td><strong>big promo</strong></td>
<td>-0.0471*** 0.0404***</td>
<td>0.0130 0.0187 0.0136</td>
<td>0.0130 0.0187 0.0136</td>
</tr>
<tr>
<td></td>
<td>(0.00588) (0.00624)</td>
<td>(0.0141) (0.0152)</td>
<td>(0.0141) (0.0152) (0.0141)</td>
</tr>
<tr>
<td><strong>recent promo, small</strong></td>
<td>0.0175*** 0.0258***</td>
<td>0.0390*** 0.0875***</td>
<td>0.0175*** 0.0258***</td>
</tr>
<tr>
<td></td>
<td>(0.00337) (0.00362)</td>
<td>(0.00806) (0.00864)</td>
<td>(0.00806) (0.00864) (0.00805)</td>
</tr>
<tr>
<td><strong>recent promo, big</strong></td>
<td>0.0513*** 0.0333***</td>
<td>0.0513*** 0.0333***</td>
<td>0.0513*** 0.0333***</td>
</tr>
<tr>
<td></td>
<td>(0.00409) (0.00409)</td>
<td>(0.00409) (0.00409)</td>
<td>(0.00409) (0.00409) (0.00409)</td>
</tr>
<tr>
<td><strong>new product</strong></td>
<td>0.0167* -0.0473***</td>
<td>0.0167* -0.0473***</td>
<td>0.0167* -0.0473***</td>
</tr>
<tr>
<td></td>
<td>(0.00889) (0.00889)</td>
<td>(0.00889) (0.00889)</td>
<td>(0.00889) (0.00889) (0.00889)</td>
</tr>
<tr>
<td><strong>recent new product</strong></td>
<td>0.0716*** 0.0735***</td>
<td>0.0716*** 0.0735***</td>
<td>0.0716*** 0.0735***</td>
</tr>
<tr>
<td></td>
<td>(0.000754) (0.000777)</td>
<td>(0.000754) (0.000777)</td>
<td>(0.000754) (0.000777) (0.000777)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Observations</th>
<th>R-squared</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>small promo</strong></td>
<td>58,547</td>
<td>0.332</td>
</tr>
<tr>
<td><strong>big promo</strong></td>
<td>58,547</td>
<td>0.229</td>
</tr>
<tr>
<td><strong>recent promo, small</strong></td>
<td>58,547</td>
<td>0.334</td>
</tr>
</tbody>
</table>

All regressions include store fixed effects and quadratic time trends.

$Q_{\text{soy}}$ is the total volume of soy milk sales in a given store-week, summing over products. $P_{\text{cow}}$ and $P_{\text{soy}}$ refer to total revenues across products divided by total volume.

“Small promo” refers to a dummy variable which is equal to one when between one and three soy milk products are on sale. “Big promo” is equal to one when four or more soy milk products are on sale.

The “new product” dummy variable is equal to one in store-weeks where a product appears in a store for the first time. Stores cannot be matched across years, so observations in January are excluded from the regressions.

The “recent promo” variables are equal to one when there is no sale in the current week, but the store had a promotion of the appropriate size in one of the four previous weeks. The “recent new product” variable is coded similarly.
Table 5: Effect of promotions, 2006

<table>
<thead>
<tr>
<th></th>
<th>log ($Q_{soy}$)</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>log ($P_{soy}$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-1.284***</td>
<td>-1.173***</td>
<td>-1.284***</td>
</tr>
<tr>
<td></td>
<td>(0.0115)</td>
<td>(0.0121)</td>
<td>(0.0115)</td>
</tr>
<tr>
<td>log ($P_{cow}$)</td>
<td>0.0143</td>
<td>0.00615</td>
<td>0.0142</td>
</tr>
<tr>
<td></td>
<td>(0.00978)</td>
<td>(0.0104)</td>
<td>(0.00978)</td>
</tr>
<tr>
<td>small promo</td>
<td>-0.0115***</td>
<td>0.00573**</td>
<td>-0.0115***</td>
</tr>
<tr>
<td></td>
<td>(0.00271)</td>
<td>(0.00287)</td>
<td>(0.00271)</td>
</tr>
<tr>
<td>big promo</td>
<td>-0.00673**</td>
<td>0.0272***</td>
<td>-0.00665**</td>
</tr>
<tr>
<td></td>
<td>(0.00292)</td>
<td>(0.00308)</td>
<td>(0.00292)</td>
</tr>
<tr>
<td>recent promo, small</td>
<td>-0.00561**</td>
<td>0.00198</td>
<td>-0.00556**</td>
</tr>
<tr>
<td></td>
<td>(0.00283)</td>
<td>(0.00301)</td>
<td>(0.00283)</td>
</tr>
<tr>
<td>recent promo, big</td>
<td>-0.00560*</td>
<td>0.00208</td>
<td>-0.00569*</td>
</tr>
<tr>
<td></td>
<td>(0.00299)</td>
<td>(0.00318)</td>
<td>(0.00299)</td>
</tr>
<tr>
<td>new product</td>
<td>0.0311***</td>
<td>-0.0162*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00911)</td>
<td>(0.00859)</td>
<td></td>
</tr>
<tr>
<td>recent new product</td>
<td>0.0406***</td>
<td>-0.0110***</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.00416)</td>
<td>(0.00395)</td>
<td></td>
</tr>
<tr>
<td># of soymilk brands</td>
<td>0.0389***</td>
<td></td>
<td>0.0391***</td>
</tr>
<tr>
<td></td>
<td>(0.000417)</td>
<td></td>
<td>(0.000422)</td>
</tr>
<tr>
<td>Observations</td>
<td>66,983</td>
<td>66,983</td>
<td>66,983</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.305</td>
<td>0.214</td>
<td>0.305</td>
</tr>
</tbody>
</table>

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1
All regressions include store fixed effects and quadratic time trends.