BODY WEIGHT, WEIGHT CHANGE, AND MORTALITY RISK

Laura Blue

A DISSERTATION
PRESENTED TO THE FACULTY
OF PRINCETON UNIVERSITY
IN CANDIDACY FOR THE DEGREE
OF DOCTOR OF PHILOSOPHY

RECOMMENDED FOR ACCEPTANCE
BY THE PROGRAM IN
POPULATION STUDIES

Adviser: Noreen Goldman

November 2013
© Copyright by Laura Blue, 2013. All rights reserved.
Many studies find that overweight people have lower mortality than people with clinically normal body weight, despite higher rates of disease onset. One popular hypothesis to explain this is “reverse causation”: the idea that while weight affects health, health also affects weight. Specifically, the hypothesis states that death risk typically increases with body weight, all else being equal, but that sickness-induced weight loss creates a spurious association between low (though clinically normal) body weight and high mortality. The hypothesis remains largely untested, however. This dissertation assesses its plausibility.

Chapter 1 tests whether past weight loss can account for elevated death rates among people with clinically normal body mass index (BMI). Data come from five longitudinal surveys, each based in a different country: Australia, Costa Rica, England, Taiwan, and the USA. The study uses logistic regression with P-splines and finds that, in all five surveys, lowest mortality occurs among the overweight, adjusting for age (range: 50-79), age squared, sex, and smoking. However, people losing weight have higher mortality than weight-gainers or weight-maintainers. Adjusting the BMI–mortality curve for weight change thus attenuates the overweight longevity advantage. This provides modest support for the reverse causation hypothesis.
Chapter 2 explores possible reasons for high mortality among weight-losers, testing whether diagnosed disease predicts subsequent or concurrent weight loss in two population-based surveys: one in Costa Rica and one in England. The study uses logistic regression to estimate associations of two weight loss outcomes with six (self-reported) diagnoses – cancer, diabetes, heart attack, stroke, arthritis, and lung disease – adjusting for age (range: 52-79), sex, smoking, and initial BMI. Associations between disease and weight loss are more apparent in England than in Costa Rica. This suggests the impact of reverse causation could vary across populations.

Finally, Chapter 3 uses simulation to demonstrate that any of three competing hypotheses could explain a longevity advantage among the overweight. Where death risk increases with BMI, even modest sickness-induced weight loss is sufficient to produce the phenomenon. However, the simplest models of reverse causation are still surprisingly complex. Together, the three chapters provide tentative support for the reverse causation hypothesis.
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Introduction

In January 2013, four scholars at the U.S. National Center for Health Statistics (NCHS) published a review of nearly 100 previously written papers on body weight and mortality (1). Each paper included in the review was based on standard weight categories adopted by the World Health Organization and by the National Heart, Lung, and Blood Institute in the USA. Those standard weight categories, in turn, are based on body mass index, or BMI: a popular measure of weight (in kilograms) divided by the square of height (in meters). Yet despite these routine beginnings, the published report was immediately controversial. Overweight people have lower death rates, not higher ones, the study found, than people with clinically normal body weight.

The results were contentious – and they made headlines worldwide (2-5) – because they would seem to contradict popular perceptions of healthy body weight (6) and extensive biomedical evidence that links overweight status to increased disease risk (7). The report found that overweight people (defined for both men and women as those with BMI ≥ 25, but < 30)
experience death rates that are 6% lower, on average, than people with clinically normal weight (defined as BMI ≥ 18.5 and < 25) (1). Furthermore, even people with mild obesity (BMI ≥ 30 and < 35) face a mortality risk that is statistically indistinguishable from the risk among people with normal weight, the NCHS authors concluded (1). (These results are illustrated in Figure I.1, below. See Table I.1 for weight values corresponding to BMI values.) Many scholars who had not worked on the new review urged caution in interpreting the results (2); other scholars, however, were more hostile still. “The new statistics are completely misleading for anyone interested in knowing about their optimal weight,” Harvard nutrition professor Walter Willett wrote in a public statement, covered in the popular press (8). “Stated politely,” Willett continued, “the paper is a pile of rubbish” (8).

The debate around body weight and mortality does not, in fact, center on the numbers themselves. To the contrary, the reported associations seem very real, and the latest systematic review, led by NCHS senior scientist Katherine Flegal, was published in the prominent and well-vetted Journal of the American Medical Association (JAMA). Instead, the debate centers on how we can meaningfully interpret studies of BMI and mortality, and whether a positive association between overweight status and longevity should be reported to the public at all.

At issue is whether the observed population-level associations reflect true, causal relationships. Nobody doubts that malnourished people may suffer poor health due to their low energy intake or to micronutrient deficiency (9, 10). But a large number of scholars argue that,
Figure I.1. Mortality Hazard Ratios by Standard BMI Categories: Results from a Recent Meta-Analysis.

Original figure to show results from Flegal et al. (1), Table 1, for both sexes and all ages combined. Reference category is “normal weight” (BMI ≥ 18.5 and < 25). Grey vertical lines represent 95% confidence intervals.

* Data are insufficient to calculate a hazard ratio for “underweight.”
Table I.1. Weight Values Corresponding to the Standard BMI Categories (by Select Values of Height).

<table>
<thead>
<tr>
<th>BMI</th>
<th>Standard category</th>
<th>Height</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>5’2” (1.57 m)</td>
</tr>
<tr>
<td>&lt; 18.5</td>
<td>Underweight</td>
<td>&lt; 101 lbs (&lt; 45.9 kg)</td>
</tr>
<tr>
<td>18.5 – 24.9</td>
<td>Normal</td>
<td>101 - 136 lbs (45.9 - 61.9 kg)</td>
</tr>
<tr>
<td>25 – 29.9</td>
<td>Overweight</td>
<td>137 - 163 lbs (62.0 - 74.3 kg)</td>
</tr>
<tr>
<td>30 – 34.9</td>
<td>Obese (class I)</td>
<td>164 - 190 lbs (74.4 - 86.7 kg)</td>
</tr>
<tr>
<td>35 – 39.9</td>
<td>Obese (class II)</td>
<td>191 - 218 lbs (86.8 - 99.1 kg)</td>
</tr>
<tr>
<td>≥ 40</td>
<td>Obese (class III)</td>
<td>≥ 219 lbs (≥ 99.2 kg)</td>
</tr>
</tbody>
</table>
excluding the underweight range (BMI < 18.5), death risk most likely rises monotonically with body weight (e.g., (11-13)), and that the optimal BMI for longevity is therefore at the low end of the normal-BMI range, with excess weight beyond that causing metabolic dysfunction and cardiovascular strain (7). The new JAMA paper by Flegal et al., showing low death rates among the overweight, would seem to challenge that wisdom. Its release in early 2013 has prompted (or renewed) questions over everything from whether BMI is an appropriate measure of fatness (14), to whether mortality is the most interesting outcome to observe (2). But the crux of the scholarly argument is what causes the population-level association observed between overweight status and longevity. That is the topic of this dissertation.

The dissertation tests one hypothesis, in particular, that is frequently given to explain low death rates among the overweight, relative to people with normal weight. This hypothesis is based on, “reverse causation”: the extent to which health affects weight, rather than weight affecting health. That is, while we tend to treat BMI as a predictor in studies of body weight and health (with weight causing some health outcome), certain health events, such as disease, medication use, or changes in mobility, may themselves cause weight to change. Reverse causation – or the causal pathway from health to weight – could perhaps explain the longevity advantage among overweight people, if some people with normal weight are slim only because they lost weight due to sickness. Consider, for example, a person who develops cancer while overweight, loses weight as a result, and is then observed to be normal weight while at high risk of death. Sickness could make overweight status appear protective to longevity in population-based
studies, when in fact it is poor health (perhaps brought on by being too fat) that drives both low body weight and high risk of death for some segment of the population.

Despite great popularity (15-21), however, this reverse causation hypothesis remains largely untested. To date, there has been limited research on reverse causation, and critics – including, notably, Katherine Flegal at NCHS – argue there is little evidence that sickness-induced weight loss has much impact on observed population-level phenomena (15). This dissertation therefore aims to clarify the role of reverse causation in studies of BMI and mortality. It assesses, in particular, whether sickness-induced weight loss might account for the high observed death rates among people with normal weight, relative to people who are overweight.

Each chapter of the dissertation comprises a separate study, related to reverse causation. Chapter 1 uses data from five high- and middle-income countries to estimate the shape of the BMI–mortality curve, adjusting for recent changes in BMI. This tests whether people losing weight face unusually high death rates, and, if so, whether that might explain why normal-weight people appear to die at higher rates than overweight people. Chapter 2 uses data from Costa Rica and England to test whether sickness can indeed predict weight loss in prospective population-based surveys. Finally, Chapter 3 moves away from data analysis, and uses computer simulation to assess whether it is possible for various hypotheses, including two different models of reverse causation, to explain the contentious association between BMI and mortality.
The three chapters are intended as stand-alone papers. Each gives its own background, and each lays out its conceptual approach and methodology. Because of this, I will not write much more about them here. However, there are a few overarching questions that deserve some attention. These relate to the dissertation as a whole, so I will turn to them now.

***

The first question, and perhaps the most obvious, is, “Why use BMI?”

As noted above, many people question whether BMI is really the best exposure when examining a relationship between fatness and mortality risk (see, e.g., (14)). This is because BMI is based on height and weight only and, consequently, does not distinguish fat mass from lean mass, such as muscle and bone. In recent years, scholars have suggested that in place of BMI, it might therefore be better to analyze body fat percentage (which does distinguish fat from lean mass) or waist-to-hip ratio (measuring how and where the body is storing fat) (e.g., (22, 23)). Both these measures have their benefits. However, BMI is correlated with both, and distinguishes similar categories of body fatness (24). The (comparatively few) studies that assess these measures’ links to mortality risk also suggest that they, like BMI’s, may be somewhat difficult to interpret (e.g., (25, 26)). Finally, BMI has one chief advantage over other measures, namely ease of data collection. Height and weight measurements are non-invasive and relatively cheap, so BMI data are abundant. Measurements are, for the most part, also
consistent across measurement devices; this means that measured data (although not self-reported values) should be comparable over time and across populations. This is not true of measurements of, say, body fat percentage, which tend to be sensitive to the measurement technique employed (e.g., (27)).

The central problem with BMI then, in my mind, is not that other measures are markedly better, but rather that ambiguity exists about what we aim to measure with it in the first place. Hernán and Taubman argue it is essentially impossible to estimate a true causal effect of obesity on mortality because too many different interventions could allow a given individual to achieve a given BMI value (28). While waist-to-hip ratio and body-fat percentage are somewhat less crude than BMI, neither can avoid this central problem. They too, similarly, reflect countless processes relating to nutrition, physical activity, cardiovascular fitness, accumulation and function of adipose tissue, interaction with microbes, and the hormonal, the metabolic, the genetic, and the epigenetic traits that drive all of the above. Some causal effects within these processes may be inseparable from those of mediating pathways or of correlated factors, related via feedback loops. As a result, BMI and other measures of fatness are perhaps best considered proxies for complex biological systems. That is, they represent real effects, but without a complete understanding of the systems, causal inference is problematic.

In short, then, the answer to, “Why BMI?” is, “largely for convenience.” Dozens, if not hundreds, of studies already look at the association between BMI and mortality (1), and there are many data available with which to assess the impact of reverse causation on that particular
association. BMI is therefore a useful and appropriate measure for this dissertation, and the research has implications for perhaps hundreds of previously published studies in medicine, epidemiology, and demography. The answer to whether BMI is a “good” measure in general, however, depends on the exposure of interest. For many of the most exciting questions today in the study of metabolism, that answer remains ambiguous, as we continue to explore and define the mechanisms controlling energy balance.

***

This brings me to the second question: “How is this demography?”

My dissertation is built on work in epidemiology and in public health. Nevertheless, this work is a natural choice for a demographer in two important respects.

First, demographers (more than epidemiologists) tend to be familiar with the concept of heterogeneity outlined by James Vaupel and colleagues (29, 30), demonstrating that population-level associations do not have to represent individual-level associations for any member, or any subgroup, of the population. Typically, therefore, demographers are well prepared to consider non-causal population-level associations, and the possible effects on these of changing population composition.
Second, and building on the previous section’s point about causal inference, epidemiologists tend to deal with factors of causal interest (for example, the health effects of arsenic exposure) while social scientists, in contrast, often study exposures of social interest (for example, the health effects of race). This means that demographers may be more comfortable, on the whole, considering multifactorial exposures (such as race, sex, immigration status, or educational attainment) that have the same kind of complicated causal interpretation as noted above. This does not mean a demographer finds clarity in multifactorial exposures where an epidemiologist cannot. It means, simply, the demographer may find that ambiguity less noteworthy. Some exposures, and some relationships, are too important to ignore, even if causal pathways cannot be pulled apart completely.

BMI is such an exposure. It is not just the most abundant marker of energy balance in population data, but it, or at least body weight, is also a topic of enormous social significance and popular interest. Today, weight is a perceived marker of beauty, activity preferences, social status, and even moral character (e.g., (6, 31, 32)) – a marker of attractiveness in every sense of the word. The relationship between body weight and mortality is thus not just of medical interest; it is also of broader social interest, as body weight is seen as a meaningful, and highly visible marker of identity.

***
Third, one might wonder, “Why study mortality from all causes?” Reverse causation (or health change leading to weight change) is probably more likely to precede deaths due to cancer than deaths due to traffic accidents. We might then expect that reverse causation has a bigger effect on the relationship between BMI and cancer mortality than it has on, say, the relationship between BMI and mortality due to accidents – or indeed due to some number of other causes. This contention is supported in data. For example, in a 2005 review of 26 studies with information on BMI and cause of death, McGee and the Diverse Populations Collaboration found a longevity advantage among the overweight for all-cause mortality and for cancer mortality, but not for deaths related to heart conditions (33).

Perhaps the most obvious reason to focus on all-cause mortality, then, is that, while BMI could indeed have different relationships with different causes, any given person may only experience one BMI value at a particular time. If, ultimately, the optimal BMI for avoiding cancer death is not the same as the optimal value for avoiding death due to accidents, it would be useful to know how the different cause-of-death risks are balanced. That is, for many public health applications, it is useful to know the overall relationship between BMI and mortality from all causes combined.

In addition, however, many practical issues complicate the study of cause-specific mortality too, and these make all-cause mortality simply a more manageable outcome for the analyses in this dissertation. First is the issue of statistical power. This dissertation tests for reverse causation using data with repeated height and weight observations from the same individuals. The
sample sizes, as a result, are smaller (on the order of a few thousand) than is practical for cause-specific analyses (which requires sub-dividing the data by cause of death). Second, moreover, cause-of-death data are not always high quality. Even in the most developed countries, a large proportion of deaths are routinely attributed in vital statistics data to ill-defined causes or to no cause (34). This makes the data difficult to work with, and open to interpretation. Third, and finally, deaths are often difficult to categorize, even if recorded accurately, since a single death can often be attributed to multiple underlying causes. (Consider, for example, a person who dies with both diabetes and prostate cancer.) For all these reasons, analyses based on all-cause mortality seem more credible, and more feasible in this dissertation, than those based on cause-specific mortality.

***

Finally, it is natural to ask what this dissertation finds, and what I would recommend as a result. People would like to know, “Is it really best to be overweight?”

As will be clear from the chapters that follow, each study in this dissertation finds equivocal support for the hypothesis that high mortality among normal-weight people is due to sickness that caused both weight loss and high risk of death. That is, reverse causation does seem to affect estimates of the relationship between BMI and mortality. But it is unclear how strong and how consistent across populations these effects may be. The optimal BMI for longevity remains elusive as a result, and it is difficult to say whether overweight status is dangerous or desirable.
Since each research chapter is written as a stand-alone paper, as previously noted, each discusses the value and implications of its findings for demographers and epidemiologists engaged in similar research. These chapters do not, in the end, tell us which BMI we should strive for. Nevertheless, the Conclusion explores some implications of this dissertation for individual behavior.
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Chapter 1

Body weight, weight change, and mortality risk: Evidence from five countries

CHAPTER SUMMARY: Many studies find that overweight people have lower mortality than people of normal weight, and this result is frequently attributed to “reverse causation”: the hypothesis that being thin is not itself a risk factor for ill health, but that ill health may cause people to become thin. This study tests whether recent BMI changes may explain part of the curvilinear relationship between BMI and mortality among adults aged 50-79. Data come from five longitudinal surveys, each with measured height and weight data, and each based in a different high- or middle-income country: Australia, Costa Rica, England, Taiwan, and the USA. The study uses P-splines (penalized B-splines) to treat BMI and BMI change as continuous variables in penalized logistic regression models, avoiding strong functional-form assumptions. Adjustment for BMI change over the past two to 12 years tends to rotate the BMI–mortality curve, suggesting lower mortality at low BMIs and higher mortality at high BMIs than is predicted in unadjusted analysis. Adjustment may further suggest a slightly lower BMI
associated with lowest death rates than is apparent in unadjusted analysis. This study provides modest support for the reverse causation hypothesis.

Many studies find a curvilinear relationship between body mass index (BMI) and mortality, with higher-than-average death rates both among people with high BMI and among those with relatively low BMI (1-10). This relationship is counterintuitive, and remains controversial, because in most studies the BMI associated with lowest mortality falls in the “overweight” range or very close to it (at the high end of “normal”) under World Health Organization (WHO) classifications. This seems at odds with widely accepted beliefs about healthy body weight, and with evidence linking overweight status to hormonal dysregulation and disease (11).

One hypothesis has become especially popular to explain the curvilinear relationship between BMI and mortality. This hypothesis, often called “reverse causation,” posits that being thin is not itself a risk factor for ill health, but that instead ill health may cause people to become thin, with some diseases, such as cancer, inducing weight loss. The hypothesis remains largely untested, however, and has recently faced scrutiny. Katherine Flegal and coauthors (12) write that there is “no good evidence as to how often this [illness-induced weight change] phenomenon occurs,” and there is “little theoretical or empirical basis for describing what type
of bias it might cause” in estimates of the BMI–mortality relationship. This paper aims to provide some of the empirical evidence currently lacking.

This study uses data from five longitudinal surveys, each based in a different high- or middle-income country, to test whether statistical adjustment for recent BMI change tends to alter the shape of the BMI–mortality curve in a manner consistent with reverse causation. While previous studies of the BMI–mortality relationship attempt to limit potential bias due to illness-induced weight loss (6, 13-17), this study takes the opposite tack. It investigates whether such bias is likely to exist at all, and, if so, whether that bias could be large enough to affect substantive interpretation of the associations between BMI and mortality.

Conceptual approach

This paper assumes a set of causal pathways that link lifestyle, BMI, health, and mortality risk. These are illustrated in Figure 1.1. While scholars would often like to estimate the effect of BMI on mortality, a combination of pathways $B$ and $C$ in the figure, instead they measure a blend of $B$, $C$, and $D$. Pathway $D$ represents the effect of health on BMI: that is, reverse causation. Reverse causation is considered a major source of bias in BMI–mortality estimates (16, 18, 19).

Current techniques to address reverse causation, however, may be inadequate or come at unnecessarily high cost to statistical power or generalizability of results. BMI–mortality studies
Figure 1.1. Presumed Causal Pathways.

Aspects of behavior, environment, and genetics that influence body weight

Factors that influence both body weight and health (e.g., age, sex, smoking)

BMI → Health → Mortality

A → B → C → D
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commonly restrict samples to never-smokers only, to people without known health problems, or to both (6, 13-17). Many then further limit their samples by ignoring deaths within a specified (but usually arbitrary) follow-up period, with the goal of eliminating from analysis any participant who was sick at baseline without knowing it (thus reducing the potential for pathway D to operate). These restrictions can eliminate up to 90% of deaths from a study (12), with consequences for both power and sample representativeness (20). Nor are the approaches guaranteed to solve the problems they aim to address, however, as large numbers of deletions can themselves distort results (21), and exclusion of deaths early in the follow-up period can, under some circumstances, exacerbate bias from undiagnosed illness (22). Rather than limiting the bias from illness-induced weight change, therefore, this study aims to assess the extent of reverse causation among population-based samples, without restrictions for smoking or poor health. It does so by treating changes in BMI as a signal of action along pathways A or D in Figure 1.1 (controlling for age, sex, and smoking), and then estimating the influence of BMI changes on the observed relationship between BMI and mortality.

The paper comprises three sets of analyses. First, it estimates the BMI–mortality relationship (unadjusted for recent BMI changes) to reproduce the central finding of previous studies: a curvilinear relationship between BMI and death risk. One reason that this relationship remains contentious is that most studies to date have analyzed BMI in categories: e.g., quartiles or quintiles of a population distribution (5), or bins corresponding to the WHO “underweight,” “normal,” “overweight,” and “obese” classifications (respectively, BMI < 18.5, 18.5 – <25, 25 – <30, or ≥30) (10). This makes it almost impossible to discern the minimum of the BMI–mortality
curve or to distinguish regions that are relatively flat from those where the slope changes quickly. This study uses splines to produce a more detailed picture of the relationship, using measured BMI instead of self-reported values.

Second, this study estimates the relationship between BMI changes and mortality (unadjusted for BMI level) to determine whether body-weight fluctuations, and especially weight losses, are predictive of mortality as hypothesized. Here it is assumed that BMI change may have a different association with mortality than one would expect simply from observing the slope of the BMI–mortality curve estimated in the first set of analyses. That is, while changes in BMI due to behavior or environment (pathway A in Figure 1.1) will affect mortality risk solely through their impact on BMI level, other changes (through pathway $D$) instead signal unobserved health processes, such as disease or medication use, that can exert an independent effect on mortality risk through pathway $C$.

Third, and finally, this study estimates the relationship between BMI and mortality net of recent BMI change. Crucially, while this study assumes that BMI change may signal health changes (as pathway $D$ does), it does not assume that BMI change will itself cause health changes independent of BMI level. That is, the causal-pathways schematic in Figure 1.1 does not include “BMI change” explicitly. It assumes, instead, that changes in BMI (which occur due to changes in lifestyle or health, e.g., via pathways $A$ or $D$) affect health exclusively through their impact on achieved BMI level (represented by the “BMI” box) and, by extension, on pathway $B$. This means that, if one were to control perfectly for factors that influence both body weight and
health (e.g., age, sex, and smoking), there should be no association between mortality and BMI changes due to lifestyle, net of achieved BMI level. Based on this principle, the third set of analyses aims to highlight the impact, if any, of reverse causation on the BMI–mortality relationship. Any association detected here between BMI change and mortality should reflect the mortality impact of health conditions or processes that induced the weight change (through pathway D), or, perhaps, of BMI history (if, e.g., past obesity has a lingering effect once a person becomes lean, or past leanness has an effect once a person becomes heavy (23)). As a result, adjusting the BMI–mortality curve for BMI change should reduce the impact of both existing health conditions and BMI history on the estimated association, and make the adjusted curve reflect better the causal BMI–mortality relationship.

This study does not attempt to determine which weight changes in particular are caused by sickness (that is, which occur via pathway D rather than pathway A) because of probable errors identifying sickness-induced weight changes from survey data. Recorded sickness status may be inaccurate, as respondents may have undiagnosed or preclinical disease, may misremember the name for a diagnosed condition, or may choose not to report a known disease. Furthermore, data on weight-change intention have limited use because they cannot distinguish sickness-induced weight gain from other, lifestyle-related unintentional weight gain, and because some people who plan to lose weight via lifestyle modification may succeed only because of illness (19).
MATERIALS AND METHODS

Data

Data come from five longitudinal surveys, each based in a different high- or middle-income country:

1. The Australian Longitudinal Study of Ageing (ALSA);
2. The Costa Rican Longevity and Healthy Aging Study (CRELES);
3. The English Longitudinal Study of Ageing (ELSA) (24);
4. The Social Environment and Biomarkers of Aging Study (SEBAS), based in Taiwan; and
5. The U.S. National Health and Nutrition Examination I Epidemiologic Follow-Up Study (NHEFS) (25).

Data are described in Appendix 1A. In brief, all five data sources are longitudinal, population-based health and social surveys. Four of the five (all but NHEFS) focus on older adults so, to ensure rough comparability, this study limits analyses to respondents aged 50-79. Each survey conducts periodic physical examinations. Each measures participants’ body weight at two or more waves, and four of the five also measure height at multiple waves; NHEFS measures height at baseline only. BMI is calculated as weight (in kilograms) divided by the square of height (in meters). Change in BMI is defined as BMI at one survey wave minus BMI at a previous
wave, so that positive values reflect weight gain and negative values reflect weight loss. Each survey tracks mortality through vital registration and proxy interviews.

Figure 1.2 summarizes the timing of height and weight measurements and the length of mortality tracking in each survey. Table 1.1 shows sample characteristics at baseline.

Overview of methods

This study tests whether adjustment for recent BMI change tends to alter the shape of five populations’ BMI–mortality curves in a manner consistent with the reverse causation hypothesis. The study comprises three sets of analyses. Each is described below, but they share many methodological features.

*Logistic regression with P-splines.*

All three sets of analyses use logistic regression. In all cases, the outcome is a binary variable for death within a specified follow-up period, with that period’s duration – hereafter referred to as \( n \) years – set as long as available data will allow to a maximum of \( n = 8 \). This maximum reflects a focus on the years immediately following BMI measurement, when it is generally presumed that bias from illness-induced weight loss should be greatest (22). Hazard models, or time-to-event models, are used for sensitivity analysis in surveys with appropriate detail on timing of death (see Appendix 1B).
Figure 1.2. Timing of Data Collection in Five Population Surveys. Waves without BMI measurement are not shown. “X” denotes end of mortality follow-up. This study does not estimate a BMI–mortality curve from measurements at ALSA Wave 6, CRELES Wave 3, or ELSA Wave 4, due to short follow-up and few deaths. ELSA draws its sample from participants in a previous national study, the Health Survey for England, whose linked records are called ELSA Wave 0.
Table 1.1. Participant Characteristics at Study Baseline: Five Surveys.

<table>
<thead>
<tr>
<th>Study population</th>
<th>Year of baseline BMI measurement</th>
<th>Median BMI [interquartile range]</th>
<th>Median age [interquartile range]</th>
<th>Proportion female</th>
<th>Proportion current smoker</th>
<th>Sample size (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia – ALSA</td>
<td>1992</td>
<td>26.13 [23.57, 28.80]</td>
<td>73 [71, 76]</td>
<td>52.1%</td>
<td>9.4%</td>
<td>995</td>
</tr>
<tr>
<td>Costa Rica – CRELES</td>
<td>2005</td>
<td>26.68 [23.96, 29.88]</td>
<td>70 [65, 75]</td>
<td>52.6%</td>
<td>10.2%</td>
<td>1,651</td>
</tr>
<tr>
<td>Taiwan – SEBAS</td>
<td>2000</td>
<td>24.19 [22.10, 26.67]</td>
<td>67 [70, 73]</td>
<td>42.2%</td>
<td>24.5%</td>
<td>916</td>
</tr>
<tr>
<td>USA – NHEFS</td>
<td>1971-75</td>
<td>25.81 [22.96, 28.96]</td>
<td>61 [55, 67]</td>
<td>51.9%</td>
<td>29.0%</td>
<td>3,192</td>
</tr>
</tbody>
</table>
All three sets of analyses treat BMI or BMI change (or both) as predictor variables. This study uses $P$-splines, or penalized $B$-splines, as described by Eilers and Marx (26), to treat these predictors as continuous, without imposing strong functional-form assumptions. This allows for a detailed picture of the relationships, including the minima. As with other regression splines, it is possible to include (parametric) control variables. However, $P$-splines may be better suited to the analyses here than other splines would be, as $P$-splines appear less affected by noise at the tails of the predictor distributions (results not shown). Spline construction and smoothing parameter selection (based on the Akaike Information Criterion) are described in Appendix 1C. All analyses are performed in Stata 12 (StataCorp LP, College Station, TX).

Adjustment for possible confounders.

All three sets of analyses control for age, age squared, sex, and smoking status (current, former, or never), measured at the start of the mortality follow-up period. Collectively these variables are referred to throughout the rest of this paper as “the controls” or “the covariates.” Controls are included in (penalized) logistic regression models in the conventional way: i.e., with log odds of death during some period as a linear function of the variables. Smoking status is included because smoking is known both to affect death risk and to be correlated with body weight (18, 27). The study is not restricted to never-smokers only as its goal is to test for evidence of reverse causation among the full population. Age is modeled with linear and quadratic terms because all-cause death rates are known to increase non-linearly with age.
within the range considered here (28). Potential effect modification of the BMI–mortality relationship by age is mitigated by restricting the study sample to adults aged 50-79.

Presentation of results.

For each set of analyses, results are shown separately from each country in each time period, rather than pooled together. Pooling is possible in the analyses of BMI and mortality (by settling \( n \) equal across samples, e.g.). However, pooling is not straightforward in analyses of BMI change because, as shown in Figure 1.2, the interval between weight measurements – hereafter referred to as \( w \) years – differs in duration across survey waves. (Surveys with more than two measurements per person suggest that people rarely experience a constant rate of weight change; the data do not suggest an obvious equivalence between BMI-change measurements taken over different values of \( w \).) The variation across samples in values of \( n \) and \( w \) also means that results are not easily compared across time and place.

For all analyses, results are shown as predicted probabilities of death within \( n \) years for a 72-year-old never-smoking male. Prediction lines are shown for the middle 95% of the BMI or BMI change distributions (although results are generated from the full samples), since the tails of these distributions are typically very long and the data are sparse, so that confidence intervals are wide at extreme values.
Three sets of analyses

1) BMI and mortality.

Across five data sources, there are eleven survey waves with body-weight measurements and mortality follow-up. This study therefore produces eleven different time- and place-specific estimates of the BMI–mortality relationship. A separate (penalized) logistic regression model is built for each. Odds of death within $n$ years are modeled with $P$-splines for BMI, adjusting for covariates, as described above. 95% confidence intervals are calculated at each level of BMI conditional on a smoothing parameter (see Appendix 1C).

2) BMI change and mortality.

The data allow for twelve separate country- and time-specific estimates of the relationship between BMI change and mortality. Odds of death within $n$ years are modeled by penalized logistic regression with $P$-splines for BMI change, adjusting for covariates. 95% confidence intervals are calculated at each level of BMI change, conditional on a smoothing parameter (see Appendix 1C).

3) BMI, BMI change, and mortality.

Statistical power is limited when considering BMI level and change simultaneously, so the study includes just five time- and place-specific estimates of the association: one per country. Data are selected from each survey source by choosing the period with the largest sample size.
For each estimate, BMI level is treated as in the BMI–mortality analysis above, using $P$-splines to represent the relationship between BMI and mortality, and adjusting for covariates. However, to conserve power, the impact of BMI change is modeled with just two parameters: one for BMI change and one for BMI change squared (an approach informed by results, shown below, of the BMI-change–mortality analyses, for which a two-parameter model tends to fit quite well). As before, results are shown for a 72-year-old never-smoking male; however, the reference person is further assumed to have stable weight (BMI change = 0) over the $w$ years since the previous BMI measurement. 95% confidence intervals are calculated conditional on a smoothing parameter (see Appendix 1C). Appendix 1D tests for effect modification between BMI and BMI change in their joint association with mortality risk.

RESULTS

Figure 1.3 shows estimated BMI–mortality relationships for eleven different time- and place-specific samples. It is not straightforward to compare risk magnitude across different values of $n$ (i.e., different durations of mortality follow-up), and this study is not designed to address why some curves may be flatter than others. However, in all countries and all survey waves considered, death risk appears elevated at low BMIs and, in most cases, at high BMIs as well. Except in Costa Rica, the minimum-mortality BMI is centered somewhere on the “overweight” range, a finding consistent with previous studies (10). Sensitivity analyses with hazard models show similar results (see Appendix 1B).
Figure 1.3. BMI and Mortality in Five Populations (with Controls for Age, Sex, and Smoking). Solid lines show predicted probabilities of death (within a specified interval) for a 72-year-old never-smoking male. Dotted lines show 95% confidence intervals, estimated conditional on a smoothing parameter. $N$ is sample size; $n$ is duration of mortality follow-up.
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Figure 1.4 shows estimated relationships between BMI change and mortality in twelve time- and country-specific samples. As before, it is not simple to compare associations across different values of \( n \); nor is it straightforward to compare across different values of \( w \) (i.e., different-length intervals over which BMI change was measured). Nevertheless, Figure 1.4 shows associations between BMI loss and mortality in all samples. Large BMI gain is often associated with mortality too, but the relationship between mild BMI gain and death risk appears flat or even negative. Interpretation is delicate without adjustment for BMI level, as observed BMI-change–mortality associations will reflect both the impact of whatever caused BMI to change as well as the difference in mortality risk at the old and new BMI levels.

Finally, Figure 1.5 and Table 1.2 show results from the analyses of BMI and mortality net of BMI change. In all five populations, normal-weight people are more likely to have lost weight than heavier people (see Table 1.2). As a result, with BMI-change adjustment, the BMI–mortality curve tends to rotate counter-clockwise from the unadjusted curve. This suggests that, in the absence of weight change, people would have lower mortality at low BMIs and higher mortality at high BMIs than is implied by the unadjusted curve. Furthermore, the minimum-mortality BMI appears slightly lower following adjustment for BMI change. There is no evidence of effect modification: i.e., differing relationships between BMI change and mortality at different levels of BMI (see Appendix 1D).

These findings are consistent with the reverse causation hypothesis. In each country, a \( \chi^2 \) (Wald) test is used to assess the two BMI-change adjustment parameters (change and change...
Figure 1.4. **BMI Change and Mortality in Five Populations (with Controls for Age, Sex, and Smoking).**

Solid lines show predicted probabilities of death (within a specified interval) for a 72-year-old never-smoking male. Dotted lines show 95% confidence intervals, estimated conditional on a smoothing parameter. \( N \) is sample size; \( n \) is duration of mortality follow-up; \( w \) is the interval (in the past) over which BMI change has occurred.
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Figure 1.5. BMI and Mortality in Five populations, with and Without Adjustment for BMI Change (with Controls for Age, Sex, and Smoking). Dashed black lines show the BMI–mortality curve for a 72-year-old never-smoking male. Solid black lines show the prediction (with 95% confidence intervals, in grey) adjusted for BMI change, assuming BMI change = 0. N is sample size; n is duration of mortality follow-up; w is the interval (in the past) over which BMI change has occurred. Note different y-axis scales in different panels.
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Table 1.2. The Impact of BMI-Change Adjustment on the Relationship Observed Between BMI and Mortality.

<table>
<thead>
<tr>
<th>Study population</th>
<th>Sample size (N)</th>
<th>Proportion of normal-weight respondents (BMI ≥18.5 to &lt; 25) with BMI loss ≥1.0 point over previous w years</th>
<th>Proportion of overweight and obese respondents (BMI ≥25) with BMI loss ≥1.0 point over previous w years</th>
<th>Lowest-mortality BMI before adjustment for BMI change</th>
<th>Lowest-mortality BMI after adjustment for BMI change</th>
<th>P-value for difference in the shape of the curve, before and after adjustment (from $\chi^2$ test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia – ALSA 1994</td>
<td>656</td>
<td>30.89% ($w = 2$)</td>
<td></td>
<td>26.42%</td>
<td>27</td>
<td>25</td>
</tr>
<tr>
<td>Costa Rica – CRELES 2007</td>
<td>1,211</td>
<td>21.47% ($w = 2$)</td>
<td></td>
<td>16.48%</td>
<td>24</td>
<td>23</td>
</tr>
<tr>
<td>England – ELSA 2004-05</td>
<td>2,761</td>
<td>31.84% ($w = 6$)</td>
<td></td>
<td>15.93%</td>
<td>31</td>
<td>26</td>
</tr>
<tr>
<td>Taiwan – SEBAS 2006</td>
<td>501</td>
<td>25.87% ($w = 6$)</td>
<td></td>
<td>14.54%</td>
<td>26</td>
<td>20</td>
</tr>
<tr>
<td>USA – NHEFS 1982-84</td>
<td>1,498</td>
<td>32.87% ($w = 11$)</td>
<td></td>
<td>21.53%</td>
<td>29</td>
<td>24</td>
</tr>
</tbody>
</table>
squared), and the tests suggest that, overall, differences between curves with and without adjustment are unlikely to be due to chance (see Table 1.2). However, with a large, relatively flat portion of the BMI–mortality curve near its minimum, and with wide confidence intervals due to limited sample sizes, it is not possible to distinguish differences in relative-risk estimates before and after BMI-change adjustment. Nor are decreases in minimum-mortality BMI statistically significant at a conventional level. In short, it seems likely that reverse causation affects estimates of the BMI–mortality relationship, but this study cannot determine whether effects might be large enough to have a meaningful impact on interpretation of the curve.

DISCUSSION

This paper assesses plausibility of the reverse causation hypothesis in body-weight studies, testing the impact of recent BMI changes on observed relationships between BMI and death risk. This study is among the first to evaluate empirical evidence for reverse causation, although many scholars claim it produces important bias (12).

This study finds modest evidence to support reverse causation. As hypothesized, adjusting the BMI–mortality curve for recent BMI changes tends to rotate the curve, suggesting higher mortality at high BMIs and lower mortality at low (but clinically normal) BMIs than is observed without adjustment. Nevertheless, even in adjusted analyses, death risk appears to rise steeply with decreasing BMI within the normal BMI range.
The modest impact of BMI-change adjustment may signal that illness-induced weight loss, while important for some people, has little impact on the population-level association between BMI and mortality. Alternatively, it may be attributable to data limitations: in particular, crude measurement of BMI change. Changes in weight are observed only over long periods, two to 12 years, so some illness-induced weight change may go unrecorded (e.g., if a person’s weight rises for several years but then falls sharply before the final measurement). Moreover, this study considers BMI change irrespective of cause. For these reasons, one may consider BMI change, as measured, to be a noisy indicator of all sickness-related change, suggesting that estimates in this paper should be conservative. In sum, the modest impact of BMI-change adjustment may not suggest that reverse causation, itself, has a modest effect on BMI–mortality estimates. The results of this study would be consistent either with a population-level impact that is very large or one that is quite small.

This study has assumed that BMI change may signal health changes, such as disease onset, but that BMI change affects mortality risk only through achieved BMI level (see Figure 1.1). This assumption is important for treating the linear and quadratic terms on BMI change as indicators of possible reverse causation in models of the BMI–mortality relationship (that is, pathway D in Figure 1.1). It is possible, however, that the assumption is incorrect and that change itself affects death rates, as would be the case, for example, if weight fluctuation affects metabolism in a way that affects longevity, or if weight change affects mental health in a way that affects longevity. The implication for results would depend on exact circumstances. However, it is
doubtful that such instances are systematic enough and common enough to change the substantive conclusions of this study.

This study has four main advantages over previous research. First, as noted above, this study offers a distinctive conceptual approach, and is among the first to produce empirical evidence with which to evaluate the reverse causation hypothesis. Second, this paper uses relatively strong data. All BMI values are based on objective height and weight measurements, whereas most past studies incorporating weight change have used self-reported values (16, 29-34), which are often inaccurate (35, 36). Contrary to popular belief, measurement error from faulty self-reports is not guaranteed to attenuate statistical estimates, since the error may not be random or with a mean of 0 (36, 37). Third, this study produces unusually detailed representations of the BMI–mortality curve, even before adjustment for BMI change, using P-splines to avoid arbitrary grouping of study participants or strong functional-form assumptions. Fourth, and finally, this paper provides limited information about body weight and mortality risk in middle-income countries in addition to high-income countries. The WHO estimates that more than half of the world’s overweight- and obesity-related deaths now occur in middle-income countries (38), so it is increasingly important to understand patterns beyond the most developed nations.

The study has two major limitations. First, sample sizes are only moderate, and there is limited statistical power to compare results across the five countries or to test for effect modification, either between BMI level and BMI change, or by covariates. Second, as previously noted,
although the BMI data are comparatively good, they are still imperfect for testing reverse causation. Data limitations make it difficult to pool across samples (with differently spaced BMI measurements), to capture all weight changes that occur (as weight-cyclers, e.g., can be indistinguishable from people with stable weight) or to assess the cause of any particular weight change.

Ultimately, this study provides some of the first empirical evidence on reverse causation. The results, for adults 50 to 79, are broadly consistent with the hypothesis that illness-induced weight loss may cause elevated death rates at clinically normal BMIs. However, this study cannot assess whether illness-induced weight change is common, or has a large enough impact at the population level to meaningfully affect epidemiological inference. It will be difficult to assess this without population data that include much more frequent weight measurement than is common today.
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Chapter 2

Disease and weight loss: A prospective study of middle-aged and older adults in Costa Rica and in England

Joint work with Noreen Goldman and Luis Rosero-Bixby

CHAPTER SUMMARY: Doctors commonly recommend weight loss to improve patients’ health. However, in population-based studies, weight loss is associated with higher mortality than weight gain or weight maintenance. We test whether disease predicts weight loss in two longitudinal surveys, as disease may confound, or account for, the unexpected relationship between weight loss and mortality. Data come from the Costa Rican Longevity and Healthy Aging Study (CRELES) and the English Longitudinal Study of Ageing (ELSA). We define two overlapping categories of weight loss: (a) a measured loss of more than 1.0 BMI point (formally, a change < -1.0 point) or (b) a measured loss of more than 2.0 BMI points (formally, a change < -2.0 points). In separate logistic regression analyses by country and weight-loss outcome, we estimate associations between weight loss and self-reported diseases, adjusting for age (range 52-79), sex, smoking, and initial BMI. In ELSA, diabetes onset is associated with BMI change
< -1.0 point (OR = 1.94 [95% CI: 1.29 – 2.93]), and onset of diabetes, cancer, or lung disease is associated with change < -2.0 points (respectively, OR = 2.25 [95% CI: 1.34 – 3.80]; OR = 2.70 [95% CI: 1.49 – 4.89]; OR = 1.82 [95% CI: 1.02 – 3.26]). In CRELES, disease-onset reports are not associated with weight loss at 5% significance. These findings suggest disease may predict weight loss in population surveys. However, associations vary considerably by survey and weight-loss definition.

Weight loss is a subject of intense popular and scholarly interest. In developed countries, most adults claim they have tried to lose weight, either to improve their health or their looks (1-3). Researchers test interventions for weight loss promotion (4, 5), and aim to quantify the benefits of weight loss for blood pressure management (6), diabetes risk (7), and other cardiovascular risk factors (8). Despite widespread belief that moderate weight loss would benefit most adults living in rich countries, however, population-based studies find that people losing weight have higher death rates, not lower ones, than weight-gainers or weight-maintainers (e.g. (9-12)). This paper aims to reconcile the apparent conflict: a presumed benefit of weight loss for most individuals, but a penalty associated with weight loss at the population level.

In particular, this study tests whether clinical disease may predict weight loss in population-based studies of middle-aged and older adults. Clinicians consider unintentional weight loss a
symptom of many life-threatening conditions, including cancer, chronic lung disease, and congestive heart failure, (13). But while there is evidence that disease leads to weight loss in select clinical populations (e.g., (14, 15)), it is unclear whether disease also commonly drives weight loss in non-clinical samples, in which extreme sickness may be rare. Two retrospective studies in the USA link unintentional weight loss to disease or poor health (16, 17), but these results have not been replicated in prospective data. Moreover, among participants in the Americans’ Changing Lives Survey, Kahng, Dunkle, and Jackson find no effect of health on change in body mass index (BMI), and find, instead, that falling BMI tends to precede health decline (18). Prospective studies of weight loss and physical function or mobility yield ambiguous results, varying by participant characteristics (19, 20).

This study tests for relationships between self-reported clinical diagnoses and subsequent or concurrent changes in BMI, using prospective data from two population-based surveys: one in Costa Rica and one in England. Crucially, these data include multiple waves with measured height and weight: an advantage over previous population studies of weight change, which have typically relied on self-reported values for at least one weight measurement. Self-reports can be biased, as people tend to overstate height and understate weight, but also noisy, with a good deal of random error (21). Survey respondents may be especially unlikely to know and report their true weight if weight is changing rapidly, such that surveys could collect the least accurate information about the events that would otherwise be most informative. Avoiding this pitfall, our study allows a more robust population-level investigation of disease and weight loss than has previously been possible.
MATERIALS AND METHODS

Data

Data come from two longitudinal surveys: the Costa Rican Longevity and Healthy Aging Study (CRELES) and the English Longitudinal Study of Ageing (ELSA) (22). These data are described in Appendix 2A. In brief, each survey is nationally representative, within certain age limits, of the population from which it is drawn. Each measures participants’ height and weight over three waves, and each collects detailed participant reports about health history and recent diagnoses. Because relationships between BMI and health may vary by age, especially among the elderly (23), we limit the sample to participants below age 80 at the end of the weight-change measurement interval (see below). By studying two culturally distinct populations, we hope to assess the constancy of relationships across societies.

Survey waves.

Table 2.1 shows measurement timing in CRELES and ELSA. For simplicity, we refer to waves with initial height and weight measurements as “time 1,” to waves with the second height and weight measurements as “time 2,” and to waves with the third as “time 3,” even though these “times” do not occur in the same years in England as in Costa Rica. While intervals from time 1 to time 2 and from time 2 to time 3 are essentially the same length within either population, they are shorter in Costa Rica (1.5 to 2.5 years) than they are in England (3 to 4 years). This prevents direct comparison of the magnitude of results between countries.
Table 2.1. Survey Measurement in Costa Rica (CRELES) and in England (ELSA).

<table>
<thead>
<tr>
<th></th>
<th>CRELES</th>
<th>ELSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country of study</td>
<td>Costa Rica</td>
<td>England</td>
</tr>
<tr>
<td>Year of first BMI measurement (“time 1”)</td>
<td>2004-06</td>
<td>2001</td>
</tr>
<tr>
<td>Year of second BMI measurement (“time 2”)</td>
<td>2006-08</td>
<td>2004-05</td>
</tr>
<tr>
<td>Year of third BMI measurement (“time 3”)</td>
<td>2009-10</td>
<td>2008-09</td>
</tr>
<tr>
<td>Length of interval between BMI measurements</td>
<td>1.5 – 2.5 years</td>
<td>3 – 4 years</td>
</tr>
<tr>
<td>Age range (at the end of each BMI-change interval)</td>
<td>61-79</td>
<td>52-79</td>
</tr>
<tr>
<td>Number of participants with valid BMI at two adjacent waves</td>
<td>1,285</td>
<td>4,423</td>
</tr>
</tbody>
</table>
**Eligible sample.**

Because this study deals with weight change, we include only participants with valid height and weight measurements at two adjacent waves: i.e., at both times 1 and 2, or at both times 2 and 3. We assume there is no underlying time trend in the propensity to lose weight, so that within each population the relationship between disease and weight loss from times 1 to 2 will be the same as from times 2 to 3. (Analysis of each period separately supports this view; results not shown.) We include all observations from participants observed during only one weight-change interval (i.e., from time 1 to 2 or from time 2 to 3). For participants observed during both intervals, we include only the first observation. This is because, in both CRELES and ELSA, individuals’ weight-change outcomes are negatively correlated. (I.e., weight cycling across the three waves is more common than continued gain or loss.) Common techniques for handling repeated measures data are thus not practical, given our observations. Random-intercept models and fixed-effects models are designed for positive, rather than negative, correlation among observations from the same individual. More flexible random-effects models (such as growth-curve models) are theoretically justified but difficult to implement using our data, which include few observations per person: a maximum of three BMI measurements per respondent (two weight-change intervals), but often fewer.

**Survey attrition.**

As noted above, the sample is a subset of initial CRELES and ELSA respondents: those who participate at two adjacent waves. This sample may not be representative of the study populations at baseline. In each country, 3% to 5% of participants die between any two waves.
Attrition among the living ranges from just under 10% (between times 1 and 2 in CRELES) to roughly one third (between ELSA’s first wave, collected as part of another national study not designed to be longitudinal, and the first ELSA follow-up).

Because attrition is likely correlated with disease, we do not describe either typical magnitude or prevalence of illness-induced weight loss within a population. Instead, we examine how health status predicts weight loss over 1.5 to 4 years among a group with continued participation in voluntary, longitudinal surveys. These results may not be generalizable to the full population. However, understanding links between weight loss and disease in population-based surveys is important, as previous studies link weight loss over similar intervals to increased mortality (9-12). Few studies examine the cause (24).

*Definition of “weight loss.”*

We treat weight loss as a categorical variable, examining associations with disease at the tails of the weight-change distribution, rather than at the mean. Using a categorical marker instead of a continuous one will lead to some loss of information (see sensitivity analysis, below). However, we choose to analyze weight loss as dichotomous because many health conditions appear more common among both weight losers and weight gainers (see Appendix 2A). It is possible, therefore, that a disease could be associated with weight loss beyond a given threshold without being associated with mean weight change. This may occur either because a disease causes weight variability (gain or loss), or because disease causes weight loss but
observations of net weight change between waves capture periods both of sickness (weight loss) and of recovery (weight gain).

We calculate BMI at each wave as weight in kilograms divided by the square of height in meters. We then define two (overlapping) categories of weight loss: (a) a measured BMI change between two waves of < -1.0 BMI point (i.e., a loss of more than 1.0 BMI point), and (b) a measured BMI change of < -2.0 BMI points (i.e., a loss of more than 2.0 BMI points). BMI change is driven overwhelmingly by weight change, as participants’ heights fluctuate only very slightly (see Appendix 2A). We select two different thresholds for BMI loss because some traits could be associated with extreme loss, but not with milder loss. Changes of 1.0 and 2.0 BMI points are both large enough they are unlikely to be achieved through daily variation in water mass. For a person who is 5’10” (1.78 m), for example, a change of 1.0 BMI point corresponds to a weight change of 7.0 lbs (3.2 kg) and a change of 2.0 BMI points corresponds to a change of 13.9 lbs (6.3 kg).

*Disease diagnoses.*

CRELES and ELSA participants report lifetime and recent disease diagnoses at time 1, and all new diagnoses since the previous interview at times 2 and 3. We focus on six major conditions: cancer, diabetes, heart attack, stroke, arthritis, and lung disease. We consider a condition present “at baseline” if a respondent reports it at the survey wave starting the weight-change interval. We consider “disease onset” to occur if the respondent does not report the disease at the initial wave, but reports it at the next wave.
Disease definitions are almost identical in CRELES and ELSA, with three exceptions. Diabetes status in ELSA is determined solely by self-report, whereas in CRELES it is determined in part by fasting glucose and glycosylated hemoglobin tests administered during the survey. In ELSA, study participants are asked if a doctor has ever diagnosed “chronic lung disease such as chronic bronchitis or emphysema”; in CRELES, the lung-disease question includes asthma and tuberculosis as well. Finally, in CRELES, questions about heart attack are specific to that event, whereas ELSA combines three serious manifestations of cardiovascular disease – “heart attack, angina, and congestive heart failure” – into a single marker. This study therefore tests for associations of weight loss with heart attack in Costa Rica, but with heart disease more broadly in England.

Regression analyses

In four separate logistic regression analyses – one for each weight-loss outcome in each country – we estimate the effects of clinical diagnoses on weight loss, adjusting for age, sex, smoking status (current, former, never, measured at the start of the weight-change interval), and initial BMI. All analyses are performed in Stata 12 (StataCorp LP, College Station, TX).

Odds ratios associated with continuous variables (i.e., age, BMI) are calculated for a two-standard-deviation change (approximately), as this makes the magnitude of estimates from continuous variables comparable to those from binary variables, at least when the mean of the
binary variable is close to 0.5 (25). Confidence intervals may be used to test whether any given odds ratio is different from one at a specified level of statistical significance. However, due to the large number of parameters tested (68, excluding sensitivity analysis, below), one would expect to find roughly three associations significant at 5% even if there were no true relationships. Each association, taken alone, should therefore be viewed as suggestive.

*Sensitivity analysis.*

To gauge robustness of results, we test alternative model specifications. First, we examine how results change with different definitions of disease or ill health as predictors (including composite measures of disease and participants’ self-assessments of their overall health, rated as excellent, very good, good, fair, or poor). Next, we examine how results change with a different functional form: either linear regression or multinomial logistic regression (with outcomes for both weight loss and weight gain). These robustness checks assess, among other things, the degree to which important information is lost by modeling BMI change as a dichotomous outcome rather than as a continuous one. Robustness checks are described in Appendix 2B.

RESULTS

Figure 2.1 shows density plots of BMI change. These plots show a wider range of observed changes in England (where BMI change is measured over 3 to 4 years) than in Costa Rica (where
Figure 2.1. **BMI Changes Observed in Costa Rica and in England.** Values from Costa Rica represent net changes in BMI between the CRELES waves in 2005 and 2007, or between the waves in 2007 and 2009. Values from England represent net changes between ELSA survey waves in 2001 and 2004-05, or between the waves in 2004-05 and 2008-09. Dark grey shaded areas show values < -2.0 BMI points; light grey areas show BMI-change values between -1.0 points and -2.0 points.
the interval is 1.5 to 2.5 years). Table 2.2 summarizes these BMI-change distributions and shows total self-reported disease prevalence. Prevalence of each condition is listed in Appendix 2A.

Figure 2.2 shows odds ratios from logistic regression of BMI loss more than 1.0 point on self-reported clinical conditions, adjusted for age, sex, smoking status, and starting BMI. Figure 2.3 shows results from the analyses of BMI loss more than 2.0 points. In Figure 2.2, we observe associations between diabetes in ELSA and BMI loss more than 1.0 point ($OR = 1.63$ for diabetes at baseline [95% CI: 1.23 – 2.17], and $OR = 1.94$ for onset during the weight-change interval [95% CI: 1.29 – 2.93]). No other conditions are associated at a 5% level of significance in either country. However, as shown in Figure 2.3, when we limit the outcome to more extreme weight loss greater than 2.0 BMI points, associations with diabetes in England appear stronger ($OR = 2.08$ for disease at baseline [95% CI: 1.45 – 2.99], and $OR = 2.25$ for onset [95% CI: 1.34 – 3.80]). We further observe associations at 5% in England between cancer onset and weight loss ($OR = 2.70$ [95% CI: 1.49 – 4.89]) and between lung disease onset and weight loss ($OR = 1.82$ [95% CI: 1.02 – 3.26]). In Costa Rica, no reports of new disease onset are significantly associated with weight loss, but Figure 2.3 shows a relationship between baseline arthritis and weight loss more than 2.0 BMI points ($OR = 2.00$ [95% CI: 1.08 – 3.72]).

Sensitivity analyses (Appendix 2B) yield consistent results. When health status is measured either by self-rated general health or by composite measures of disease, we find no additional...
Table 2.2. BMI Changes Between Adjacent Survey Waves. Values from CRELES reflect changes between the waves in 2005 and 2007, or between the waves in 2007 and 2009. Values from ELSA represent changes between waves in 2001 and 2004-05, or between the waves in 2004-05 and 2008-09.

<table>
<thead>
<tr>
<th></th>
<th>CRELES</th>
<th>ELSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean BMI change (in BMI points)</td>
<td>-0.02</td>
<td>+0.20</td>
</tr>
<tr>
<td>Proportion with BMI change &lt; -1.0 BMI point</td>
<td>18.5%</td>
<td>19.8%</td>
</tr>
<tr>
<td>Proportion with BMI change &lt; -2.0 BMI points</td>
<td>5.6%</td>
<td>8.4%</td>
</tr>
<tr>
<td>Proportion reporting any disease*</td>
<td>55.9%</td>
<td>49.3%</td>
</tr>
</tbody>
</table>

* Respondent reports any of the six conditions analyzed (diabetes, cancer, heart attack, stroke, arthritis, or chronic lung disease), either at baseline or newly occurring during the weight-change interval.
Figure 2.2. Self-Reported Disease Diagnoses and BMI Change < -1.0 BMI Point.

Odds ratios, with 95% confidence intervals, predicting BMI change < -1.0 point

<table>
<thead>
<tr>
<th></th>
<th>Costa Rica</th>
<th>England</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age at interval start</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(per 10-year change)</td>
<td>1.42</td>
<td>1.27</td>
</tr>
<tr>
<td>Female sex</td>
<td>1.03</td>
<td>1.06</td>
</tr>
<tr>
<td>Current smoker at interval start</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td>Former smoker at interval start</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>BMI at interval start</td>
<td>2.18</td>
<td>1.78</td>
</tr>
<tr>
<td>(per 10-point change)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cancer at interval start</td>
<td>1.86</td>
<td>0.92</td>
</tr>
<tr>
<td>New cancer by interval end</td>
<td>0.69</td>
<td>1.07</td>
</tr>
<tr>
<td>Diabetes† at interval start</td>
<td>1.11</td>
<td>1.63</td>
</tr>
<tr>
<td>New diabetes† by interval end</td>
<td>1.09</td>
<td>1.94</td>
</tr>
<tr>
<td>Heart disease† at interval start</td>
<td>0.94</td>
<td>1.01</td>
</tr>
<tr>
<td>New heart disease† by interval end</td>
<td>1.78</td>
<td>0.95</td>
</tr>
<tr>
<td>Stroke† by interval start</td>
<td>0.90</td>
<td>0.87</td>
</tr>
<tr>
<td>New stroke by interval end</td>
<td>0.78</td>
<td>0.63</td>
</tr>
<tr>
<td>Arthritis at interval start</td>
<td>1.30</td>
<td>0.96</td>
</tr>
<tr>
<td>New arthritis by interval end</td>
<td>0.88</td>
<td>0.97</td>
</tr>
<tr>
<td>Lung disease† at interval start</td>
<td>1.42</td>
<td>1.30</td>
</tr>
<tr>
<td>New lung disease† by interval end</td>
<td>0.98</td>
<td>1.37</td>
</tr>
</tbody>
</table>

† See Chapter 2 text for differences in disease definitions between CRELES and ELSA.
Figure 2.3. Self-Reported Disease Diagnoses and BMI Change < -2.0 BMI Points.

Odds ratios, with 95% confidence intervals, predicting BMI change < -2.0 points

<table>
<thead>
<tr>
<th>Costa Rica</th>
<th>England</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>Age at interval start (per 10-year change)</td>
<td>2.00</td>
</tr>
<tr>
<td>Female sex</td>
<td>1.06</td>
</tr>
<tr>
<td>Current smoker at interval start</td>
<td>1.01</td>
</tr>
<tr>
<td>Former smoker at interval start</td>
<td>0.77</td>
</tr>
<tr>
<td>BMI at interval start (per 10-point change)</td>
<td>3.61</td>
</tr>
<tr>
<td>Cancer at interval start</td>
<td>0.92</td>
</tr>
<tr>
<td>New cancer by interval end</td>
<td>3.38</td>
</tr>
<tr>
<td>Diabetes† at interval start</td>
<td>0.66</td>
</tr>
<tr>
<td>New diabetes† by interval end</td>
<td>1.74</td>
</tr>
<tr>
<td>Heart disease† at interval start</td>
<td>0.30</td>
</tr>
<tr>
<td>New heart disease† by interval end</td>
<td>3.87</td>
</tr>
<tr>
<td>Stroke† by interval start</td>
<td>1.40</td>
</tr>
<tr>
<td>New stroke by interval end</td>
<td>See note*</td>
</tr>
<tr>
<td>Arthritis at interval start</td>
<td>2.00</td>
</tr>
<tr>
<td>New arthritis by interval end</td>
<td>0.87</td>
</tr>
<tr>
<td>Lung disease† at interval start</td>
<td>1.45</td>
</tr>
<tr>
<td>New lung disease† by interval end</td>
<td>1.18</td>
</tr>
</tbody>
</table>

† See Chapter 2 text for differences in disease definitions between CRELES and ELSA.
* No CRELES participant experiences new stroke onset and BMI change < -2.0 BMI points.
relationships in CRELES; in ELSA, we find associations between BMI change < -2.0 points and composite measures (“any chronic illness” or “any chronic illness that limits activity”) and also between self-rated health (as a continuous marker) and BMI change of this magnitude. These findings, like those from the primary analysis, suggest a link in ELSA between extreme weight loss and poor health, but provide little evidence of relationships between disease and milder weight loss in ELSA, or between disease and any weight loss in CRELES.

Results from linear regression, shown in full in Appendix 2B, are generally weaker than those from the primary analysis. Diabetes onset in England is the sole condition associated at 5% significance with BMI change as a continuous variable (associated with a change of -0.44 BMI points [95% CI: -0.79 – -0.09]). However, changes associated with baseline diabetes and cancer onset in England are marginally significant (respectively, -0.23 [95% CI: -0.47 – 0.00]) and -0.40 [95% CI: -0.81 – 0.01]). Results from multinomial logistic models are very similar to those from the primary analysis.

DISCUSSION

This study is among the first to examine clinical characteristics of people losing weight in population-based, prospective data. We analyze two national surveys, one in Costa Rica and one in England, each collecting measured height and weight and detailed self-reports of clinical diagnoses.
We find a relatively complicated relationship between health status and weight change. Associations between disease and weight loss may vary both by survey and by the scale of weight loss considered, with more apparent relationships between disease and weight loss in ELSA than in CRELES, and more apparent relationships of disease with major BMI loss greater than 2.0 points than with more broadly defined BMI loss greater than 1.0 point. The larger number of significant associations between disease and major weight loss may suggest that mild weight loss can have many causes (including, e.g., improved diet and physical activity), while people who suffer major weight loss are unusually likely to be sick. Observed variation by country could reflect differences in the underlying populations of Costa Rica and of England (e.g., in the burden of disease), or could reflect simply the longer interval between BMI measurements in ELSA than in CRELES or differences in survey sampling (e.g., the slightly different age ranges covered, or difference in sample sizes). Most likely, it is some combination of all of these.

A major goal of this study is to isolate specific clinical conditions that could explain the population-level association between weight loss and mortality (9-12). Existing empirical evidence on the subject is scarce, but few alternative explanations, besides disease, have been offered for the weight-loss–mortality relationship. In ELSA, we find links between major weight loss and new cancer diagnosis, new lung disease diagnosis, and diabetes diagnosis, whether reported at baseline or newly emerging during the weight-change interval. Cancer and lung disease are recognized causes of unintentional weight loss (26), so these associations are
consistent with the theory that weight loss predicts mortality because weight loss can signal serious illness. An association between diabetes and BMI loss may appear less consistent, since weight loss among diabetics has been shown to improve prognosis (27). However, diabetes status may confound the relationship between weight loss and mortality, if, for example, diabetics are unusually likely to try to lose weight and succeed. In CRELES, the relationship between baseline arthritis and BMI loss more than 2.0 points could be causal if mobility restrictions limit participants’ ability to buy, prepare, or consume food. However, the number of disease associations observed in Costa Rica as significant at 5% is no greater than one would expect by chance alone: one of 24 parameters tested.

Together, these results provide equivocal support for the hypothesis that clinical disease drives weight loss in most population-based surveys. It may thus be worth considering, at least, other possible explanations for the link between weight loss and mortality, especially since these have been underdeveloped to date. It is possible that attempts to lose weight are themselves harmful on occasion (28). However, it seems unlikely they would frequently be fatal. A more plausible alternative, perhaps, is that weight loss can signal “frailty”: in gerontology, a broadly defined syndrome, characterized by loss of muscle mass and bone density in addition to body fat (29, 30). Distinct from clinical disease and functional limitations, frailty has nonetheless been linked to lethargy, weakened immune response, and increased risk of falls and hospitalization (29, 30). This syndrome could explain, for example, the results of Kahng, Dunkle, and Jackson, who find that weight loss often precedes health decline, rather than health decline preceding weight loss (18).
Our findings about disease and weight loss are in some ways exploratory, as we test for a large number of possible associations in two different countries. This strategy is motivated by a lack of theoretical or empirical work to inform methodological decisions about models of disease and weight loss. In our primary analysis, we use categorical outcomes for weight loss rather than continuous ones. However, robustness checks with linear regression and continuous outcomes do not yield substantively different or more informative results. Because we find stronger associations between disease and extreme weight loss than between disease and milder weight loss or between disease and mean BMI change, future scholars may wish to test, in particular, for relationships between health and weight change at the left tails of the weight-change or BMI-change distributions.

This study has four limitations. First, despite relatively high-quality data, measurements of weight change and disease onset are both crude because we observe people only 1.5 to 4 years apart. Among CRELES and ELSA respondents who participate at two adjacent waves, we observe only net BMI change between the waves. Some people who lose weight due to sickness may therefore still be observed as net gainers or maintainers. In addition, we do not observe the exact sequence of disease and weight-change events between waves. That is, when disease is diagnosed between survey waves, we cannot determine whether weight change during the interval occurs simultaneously with disease progression, whether disease precedes weight change, or whether weight change precedes disease (either because preclinical disease is causing weight loss, or because weight loss makes people susceptible to disease). Our study therefore highlights the importance of measurement timing. To fully assess relationships
between disease and weight change, even among a sample of survivors without attrition, one would need almost continuously collected data on weight, disease, and preclinical disease indicators.

Second, disease diagnoses are self-reported. Self-reports may be imperfect measures of true disease status, either because participants do not know they are sick, do not know the name of the disease that affects them, or choose not to report their illness in a survey. Each disease-diagnosis category may also represent a broad range of disease severity. It is possible we would observe different relationships between clinical conditions and weight loss if, for example, we could distinguish stage I cancers from stage IV cancers.

Third, we may lack statistical power to detect some relationships. Low power is a particular problem in CRELES (N = 1,285), where power to reject the null hypothesis is less than 50% for three quarters of the statistical tests, assuming that the true odds ratio associated with a predictor is 2. In contrast, in England, power is greater than 70% for nearly two thirds of the statistical tests, and greater than 90% for one third of them. Appendix 2C lists results from power tests.

Fourth, results may not be widely generalizable. We estimate associations between disease and weight loss among survey respondents who participate at two adjacent waves, spaced 1.5 to 4 years apart. These associations are valuable for explaining previous findings that link weight loss over similar periods to high death rates (9-12). However, results cannot be interpreted as
the causal effects of disease on weight loss among the general population. In the absence of survey attrition, associations between disease and weight loss would most likely be larger than observed here, since survey exit and death are very likely correlated with sickness.

Despite these limitations, we believe our findings represent the clinical determinants of weight loss among Costa Rican and English adults, aged 52 to 79, who participate in longitudinal, population-based surveys. Epidemiologists rely on such voluntary surveys for inference about the effects of BMI on health. Yet our findings suggest both that one-time BMI measurements are noisy measures of long-term BMI exposure (because weight change is relatively common), and that the impact of health on BMI (reverse causation) may be complex and difficult to measure. Ultimately, disease may predict weight loss in population-based studies, but estimated associations appear sensitive both to the survey sample and to the magnitude of weight loss considered.
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Chapter 3

Nutritional reserve or reverse causation? Comparing rival hypotheses of the curvilinear relationship between body mass index and mortality

CHAPTER SUMMARY: Many scholars believe that sickness-induced weight loss can explain high death rates observed among people with clinically normal body weight, relative to people who are overweight. However, concepts of “reverse causation” – that is, sickness leading to weight loss, rather than normal weight leading to sickness – are rarely formalized and rarely described in detail. This paper presents three competing models to explain the curvilinear relationship between body mass index (BMI) and mortality. The paper then simulates hypothetical populations living under each of the three, demonstrating that any one of the models could explain real-world phenomena. In the future, empirical studies that rely heavily on reverse causation for interpretation of the BMI–mortality curve may wish to specify how, exactly, reverse causation is expected to operate. The complexity of such models has been underappreciated. By clarifying presumed causal mechanisms, however, scholars may also elucidate the implied consequences of their models. This, in turn, may generate new empirical predictions, creating new opportunities for hypothesis testing.
Body mass index (BMI) has been linked to cardiovascular disease, diabetes, and some types of cancer, with higher BMI associated with higher disease risk (1). Because of this, many scholars suspect that all-cause mortality risk, too, rises monotonically with body weight (e.g., (2-4)) – at least for the large majority of developed-world adults (5, 6) who are not underweight (where “underweight,” a sign of chronic malnutrition (7), is defined as BMI < 18.5). Claims of a monotonic relationship between BMI and mortality, however, are at odds with most population-based studies worldwide, which instead find a curvilinear, or non-monotonic, relationship between BMI and mortality among people who are not underweight (8-16). Moreover, in such population-based studies, the lowest death rates are typically observed among people who are overweight (BMI ≥ 25 and < 30), rather than among those with clinically normal body weight (BMI ≥ 18.5 and < 25) (5). The association between BMI and mortality is therefore hotly contested, as scholars argue about possible data artifacts that could make overweight status appear protective to longevity, even if it were in fact harmful (17, 18).

This paper addresses some of these possible data artifacts. To date, empirical research on the causes of the BMI–mortality curve has been inconclusive (see Chapters 1 and 2). This study therefore moves away from data analysis and, instead, uses simple mathematical models and simulation to explore potential explanations for the curvilinear BMI–mortality relationship. That is, instead of asking, “Do we find empirical support for an explanation of low death rates observed among overweight people?,” the paper poses a new question: “Are different proposed hypotheses even capable of producing the relationships we observe?”
The question is not trivial because, often, proposed hypotheses go un-formalized, with key details omitted. As others note elsewhere (19), one example of an indistinct hypothesis like this is “reverse causation”: the hypothesis that, all else being equal, death risk increases with BMI (excluding the underweight range), but that sickness may lead to weight loss and to low body weight, thus creating a spurious association between clinically normal BMI and mortality. Reverse causation of this type may seem intuitive. However, the all-important details of sickness-induced weight loss – including which people suffer, when, how much, and with what mortality penalty – are rarely stated explicitly (19). Without these details, it is difficult to judge whether reverse causation is sufficient to explain the longevity advantage observed among the overweight.

This paper assesses three competing hypotheses for the curvilinear relationship between BMI and mortality among people who are not underweight. Of these three rival hypotheses, one assumes it is optimal for longevity to be overweight, all else being equal; two assume it is in fact optimal to be normal weight. The three hypotheses are outlined below with supporting evidence and, for each, a simple model is constructed to describe its causal mechanisms. The paper then simulates three hypothetical populations, each one living under the model implied by one of the three hypotheses.

The paper thus makes a number of contributions. First, it clarifies the assumptions of popular hypotheses about body weight and mortality risk, lending badly needed conceptual clarity to a
field with many contentious findings (17, 18). Second, it demonstrates by simulation whether proposed ideas are sufficient to explain the phenomena they are supposed to explain; this provides theoretical backing, if not empirical evidence, to support or reject various hypotheses. Finally, the paper briefly examines implications of each model considered, as these may be used to assess further the plausibility of different hypotheses. The results may eventually be used to inform new empirical tests, or decisions about realism v. parsimony in models of body weight and health.

MATERIALS AND METHODS

Three competing hypotheses

Consider three alternative hypotheses for the curvilinear relationship between BMI and mortality. These are not exhaustive, but each has some biological support. Each, furthermore, may be presented as a simple model, with just a few parameters.

For simplicity, the three models constructed to describe these hypotheses may share some basic features. Assume in each case a single-sex population of 30-year-olds. Assume that each member of the population, at that age, falls into one of three weight categories: I, II, or III. These may be likened to the World Health Organization’s “normal,” “overweight,” and “obese” classifications: respectively, BMI ≥ 18.5 and < 25; BMI ≥ 25 and <30; and BMI ≥ 30.
(“Underweight” is ignored here because less than 2% of U.S. adults are underweight (6), and because, as noted above, controversy over the BMI–mortality relationship centers on high death rates at clinically normal weight, relative to overweight.) Over time, the population of 30-year-olds ages. People may move from one weight category to another; people may die. Death rates can vary with age and with weight category. Beyond these shared features, model details are dictated by the assumptions of the three hypotheses.

Hypothesis #1

The “nutritional reserve” explanation.

This is perhaps the simplest explanation for the curvilinear relationship between BMI and mortality: namely, that observed patterns represent a true, causal relationship. All else being equal, a person has lower mortality if he is overweight than if he either is obese or has clinically normal body weight.

This hypothesis is not popular, given strong evidence to link overweight status to hormonal dysregulation and to chronic disease (1). However, humans have evolved, clearly, to gain weight in an environment of abundance, and this suggests that extra fat must be adaptive in at least some circumstances. Fat stores could serve as an emergency energy source – a nutritional reserve – during times of health crisis such as infection or food shortage. These stores could also provide padding against falls or other injury; for example, overweight and obese women
appear to have lower rates of hip fracture than women who are thinner (20). Finally, it has been suggested that the same adipose tissue that increases disease risk among the healthy may actually work to reduce systemic inflammation and its damage in the presence of life-threatening diseases such as heart failure (21). This may help to explain the well-known “obesity paradox,” in which heavier people appear to have higher risk of disease onset, but lower risk of death once sick (22-24). In short, it is possible that a great deal of body fat is deleterious to health, but that some is beneficial, and that overweight status (but not obesity) is therefore optimal for longevity.

This explanation is straightforward to model. For the model population described above – a single-sex cohort, aged 30, with members distributed among three weight categories – assume a conventional Gompertz model of mortality (25). That is, as the cohort ages, the logarithm of the death rate rises linearly with age (i.e., death rates increase exponentially). Assume also, for convenience, that death rates are proportional by weight category (i.e., proportional hazards by weight category), and that, on average, people gain weight as they age, but that the rate of transition from weight category I to weight category II, or from weight category II to weight category III, will decrease with age.

Given this, we may define a death rate, \( d \), for an individual or group, \( i \), as follows:

\[
d_i = \begin{cases} 
\mu \exp(z x_i) & \text{if } i \text{ is weight category I} \\
\mu \exp(z x_i) \beta_2 & \text{if } i \text{ is weight category II} \\
\mu \exp(z x_i) \beta_3 & \text{if } i \text{ is weight category III}
\end{cases}
\]
where

\[ \mu \] is the baseline mortality hazard, the death rate at age 30

\[ z \] describes the increase in mortality risk with age, assuming that the multiplicative effect on baseline hazard, \( \mu \), at age \( x + 30 \) is \( \exp(zx) \)

\[ \beta_2 \] describes the multiplicative effect of weight category II on mortality risk, relative to category I, and

\[ \beta_3 \] describes the multiplicative effect of weight category III on mortality risk, relative to category I.

A rate of transitioning up a weight category, \( g \), for an individual or group, \( i \), may be defined as follows:

\[
g_i = \begin{cases} 
\gamma \exp(\gamma_a x_i) & \text{if } i \text{ is weight category } < \text{III} \\
0 & \text{otherwise}
\end{cases}
\]

where

\[ \gamma \] is the baseline rate – i.e., the rate at age 30 – of moving up one weight category (to a maximum of weight category III), and

\[ \gamma_a \] describes the change with age in the rate of moving up one weight category (to a maximum of weight category III), assuming that the multiplicative effect on rate, \( \gamma \), at age \( x + 30 \) is \( \exp(\gamma_a x) \).
Since this model assumes that nobody loses weight over time, a rate of transitioning down a weight category, $l$, is defined for all individuals as follows:

$$ l_i = 0 $$

In sum, the nutritional reserve model may be described with just 6 essential parameters: $\mu$, $z$, $\beta_2$, $\beta_3$, $\gamma$, and $\gamma_a$. A nice feature of this model, furthermore, is that most of these parameter values are known, since the model assumes explicitly that observed relationships are true relationships. Parameter values for $\mu$, $z$, $\beta_2$, and $\beta_3$ may all thus be set from empirical observation.

**Hypothesis #2**

Conventional reverse causation: Serious illness leads to weight loss.

This is probably the most common interpretation of “reverse causation” with respect to body weight. Under this hypothesis, all else being equal, a person has lower mortality if he has clinically normal weight than if he is overweight. However, some people become sick, and sickness may cause weight loss, creating a spurious association between normal weight and mortality. For example, we may imagine a person who is overweight, gets cancer, loses 40 lbs (18 kg), and is then observed to be both normal weight and at high risk of death – even though thinness itself is beneficial for longevity.
The hypothesis is intuitive. Unintentional weight loss is a well-recognized symptom of several clinical diseases, including cancer, chronic lung disease, and congestive heart failure (26). This explanation also provides a simple solution to the aforementioned obesity paradox: Among those with disease, the sickest may lose the most weight, such that heavy patients are disproportionally likely to have a mild case, and, by extension, likely to have a good prognosis. Many scholars consider pre-existing disease to be a crucial confounder in studies of body weight and health outcomes (2, 27, 28).

Nevertheless, this reverse causation hypothesis requires a surprisingly complex model. Assume, as in the nutritional reserve model above, that there is a causal, linearly increasing relationship between age and logged death rates, and that death rates are proportional by weight category. Now, however, assume that in addition to the risk of death, people also face some risk of developing serious illness. For simplicity, assume that this process is similar in some respect to the mortality process, such that logged sickness rates, too, rise linearly in age, and that sickness rates are proportional by weight category, with heavier people more likely to get disease. Rates of weight change now vary by health status. Healthy people (without serious illness) tend to gain weight as they age, but the rate of transitioning up a weight category declines with age. Sick people tend to lose weight. Sick people also face a substantially increased risk of death. For model simplicity, assume that everyone is healthy at age 30. Assume that nobody who becomes sick ever recovers.
Under these conditions, a death rate, \( d \), for an individual or group, \( i \), can be defined as follows:

\[
d_i = \begin{cases} 
\mu \exp(zx_i) & \text{if } i \text{ is weight category I and not sick} \\
\mu \exp(zx_i) \beta_2 & \text{if } i \text{ is weight category II and not sick} \\
\mu \exp(zx_i) \beta_3 & \text{if } i \text{ is weight category III and not sick} \\
\mu \exp(zx_i) \theta & \text{if } i \text{ is weight category I and sick} \\
\rho \exp(zx_i) \beta_2 \theta & \text{if } i \text{ is weight category II and sick} \\
\rho \exp(zx_i) \beta_3 \theta & \text{if } i \text{ is weight category III and sick} \\
0 & \text{otherwise}
\end{cases}
\]

where

\( \mu \) is the baseline mortality hazard, the death rate at age 30
\( z \) describes the increase in mortality risk with age, assuming that the multiplicative effect on baseline hazard, \( \mu \), at age \( x + 30 \) is \( \exp(zx) \)
\( \beta_2 \) describes the multiplicative effect of weight category II on mortality risk, relative to category I
\( \beta_3 \) describes the multiplicative effect on mortality risk associated with weight category III, relative to category I, and
\( \theta \) describes the multiplicative effect of sickness on mortality risk.

A rate of sickness onset, \( s \), for individual or group, \( i \), can also be defined:

\[
s_i = \begin{cases} 
\rho \exp(zx_i) & \text{if } i \text{ is weight category I and not sick} \\
\rho \exp(zx_i) \beta_{i2} & \text{if } i \text{ is weight category II and not sick} \\
\rho \exp(zx_i) \beta_{i3} & \text{if } i \text{ is weight category III and not sick} \\
0 & \text{otherwise}
\end{cases}
\]
where

\[ \rho \] is the baseline sickness hazard, the rate of sickness onset at age 30

\[ z_s \] describes the increase in sickness risk with age, assuming that the multiplicative effect on sickness onset rate, \( \rho \), at age \( x + 30 \) is \( \exp(z_s x) \)

\[ \beta_{s2} \] describes the multiplicative effect of weight category II on sickness risk, relative to weight category I, and

\[ \beta_{s3} \] describes the multiplicative effect of weight category III on sickness risk, relative to weight category I.

A rate of transitioning up a weight category, \( g_i \), is defined as follows:

\[
g_i = \begin{cases} 
\gamma \exp(\gamma_a x) & \text{if } i \text{ is weight category } < \text{III and not sick} \\
0 & \text{otherwise}
\end{cases}
\]

where

\[ \gamma \] is the baseline rate – i.e., the rate at age 30 – of moving up one weight category among the healthy (to a maximum of weight category III), and

\[ \gamma_a \] describes the change with age in the rate of moving up one weight category among the healthy (to a maximum of weight category III), assuming that the multiplicative effect on rate, \( \gamma \), at age \( x + 30 \) is \( \exp(\gamma_a x) \).
Finally, a rate of transitioning down a weight category, $l$, is defined for individual or group, $i$:

$$
l_i = \begin{cases} 
\gamma_s & \text{if } i \text{ is weight category } > 1 \text{ and sick} \\
0 & \text{otherwise}
\end{cases}
$$

where

$$
\gamma_s \quad \text{is the rate of moving down one weight category among the sick (to a minimum of weight category 1).}
$$

This model is therefore described with 12 essential parameters: the 6 that were included in the nutritional reserve model, and an additional 6 to describe sickness onset, sickness-induced weight loss, and the effect of sickness on mortality risk (i.e., $\theta, \rho, z_s, \beta_{s2}, \beta_{s3}$, and $\gamma_s$). Two major studies (3, 4) find that, in the absence of pre-existing disease, the association between BMI and mortality among non-smokers is linear (excluding the underweight range). Therefore, to simplify the model, assume that $\beta_3 = 2(\beta_2 - 1) + 1$. (That is, the hazard ratio increases linearly with weight category. For example, if the hazard ratio associated with $\beta_2$ is 2.0, then the hazard ratio associated with $\beta_3$ is 3.0; if the ratio for $\beta_2$ is 1.25, the ratio for $\beta_3$ is 1.5; etc.) For further simplicity, assume $\beta_{s3} = 2(\beta_{s2} - 1) + 1$ as well.

The resulting model then has 10 parameters – only four more than the model for Hypothesis #1, nutritional reserve. Almost none of the parameter values are observed directly, however,
since observed relationships generally reflect multiple underlying processes. For example, the observed relationship between age and mortality reflects both (a) the direct effect of age on mortality, \( \exp(zx) \), and (b) the effect of age on sickness, \( \exp(zs) \), in combination with the effect of sickness on mortality, \( \theta \).

**Hypothesis #3**

* A modified theory of reverse causation: All declines in health, whether due to illness or to aging, may cause weight loss.

This is perhaps a less obvious interpretation of reverse causation: the idea that anyone in poor health is at risk of weight loss, even if “poor health” is simply due to old age. The model implied by the hypothesis, however, is in fact a simplification of the model used to describe Hypothesis #2, conventional reverse causation.

To appreciate this explanation, consider a population at risk of two major causes of death: one, which does not depend on health and thus does not have to vary by age – for example, accidents or violence – and a second, which depends heavily on health status, for example, almost all diseases, whether chronic or infectious. In this population, we may then treat death risk as depending *only* on health and on a baseline hazard (to represent, respectively, deaths due to illness and deaths due to accidents or violence; the model has some similarities to the well-known Gompertz-Makeham model, which treats death risk as a function of an age-related
component and an age-invariant “background” mortality component (25)). Importantly, in this model, *deaths are not directly related to age or to body weight*. Onset of poor health, however, or “sickness” (broadly defined) is assumed to depend on age and weight category. To reiterate, age and body weight influence death risk exclusively through their influence on health.

The implication of defining “sickness” so broadly is that “sickness”-induced weight loss must be common among the elderly. There is, in fact, support for this claim. Gerontologists often refer to a wide-ranging syndrome known as “frailty” (29) or geriatric “failure to thrive” (30), characterized by unintentional weight loss. This syndrome, which is distinct from functional disabilities or clinical disease (although often accompanied by both), has been linked to weakened immunity, increased risk of falls, and increased rates of hospitalization and death (29-31). Furthermore, Fried et al. find that frailty and its precursor symptoms are indeed common among Americans, even as young as ages 65-74 (29).

To model the hypothesis, assume (as in the model for Hypothesis #2) that every person is healthy at age 30, but that, as people age, they face some risk of sickness. Assume that the logged rates of sickness onset increase linearly with age. Sick people face a higher death rate than the healthy. Assume that healthy people tend to gain weight, while the sick tend to lose weight. Assume, further, that nobody who becomes sick later recovers.

The death rate, $d$, can then be defined for individual or group, $i$, as follows:
\[ d_i = \begin{cases} \mu & \text{if } i \text{ is not sick} \\ \mu \theta & \text{if } i \text{ is sick} \end{cases} \]

where

\[ \mu \]

is the baseline mortality hazard, the death rate among the healthy at every age, and

\[ \theta \]

describes the multiplicative effect of sickness on mortality risk.

A rate of sickness onset, \( s \), for individual or group, \( i \), can be defined as follows:

\[ s_i = \begin{cases} \rho \exp(z_s x_i) & \text{if } i \text{ is weight category I and not sick} \\ \rho \exp(z_s x_i) \beta_{s2} & \text{if } i \text{ is weight category II and not sick} \\ \rho \exp(z_s x_i) \beta_{s3} & \text{if } i \text{ is weight category III and not sick} \\ 0 & \text{otherwise} \end{cases} \]

where

\[ \rho \]

is the baseline sickness hazard, the rate of sickness onset at age 30

\[ z_s \]

describes the increase in sickness risk with age, assuming that the multiplicative effect on sickness onset rate, \( \rho \), at age \( x + 30 \) is \( \exp(z_s x) \)

\[ \beta_{s2} \]

describes the multiplicative effect of weight category II on sickness risk, relative to weight category I, and
\( \beta_{s3} \) describes the multiplicative effect of weight category III on sickness risk, relative to weight category I.

The rate of transitioning up a weight category, \( g \), is as follows:

\[
g_i = \begin{cases} 
\gamma & \text{if } i \text{ is weight category } < \text{III and not sick} \\
0 & \text{otherwise}
\end{cases}
\]

where

\( \gamma \) is the rate of moving up one weight category among the healthy (to a maximum of weight category III).

Finally, the rate of transitioning down a weight category, \( l \), is defined:

\[
l_i = \begin{cases} 
\gamma_s & \text{if } i \text{ is weight category } > \text{I and sick} \\
0 & \text{otherwise}
\end{cases}
\]

where

\( \gamma_s \) is the rate of moving down one weight category among the sick (to a minimum of weight category I).
In other words, this model representing “modified” reverse causation is described with 8 essential parameters: $\mu, \theta, \rho, z_s, \beta_{s2}, \beta_{s3}, \gamma$, and $\gamma_s$. We no longer need a parameter for $\gamma_a$ (present, above, in the models for Hypotheses #1 and #2), since a decline in the propensity to gain weight is built into this model via high sickness rates among the elderly. Furthermore, as in the model for Hypothesis #2, we may eliminate a parameter by assuming that $\beta_{s3} = 2(\beta_{s2} - 1) + 1$. This leaves a model with 7 parameters, only one more than in the nutritional reserve model.

Simulation

This paper simulates three populations, each one living under the conditions implied by one of the three hypotheses above. Simulation allows a deeper exploration of model consequences than may be apparent from descriptions of model construction alone. In particular, simulation can demonstrate whether any of the three models – or perhaps all of them – is able to produce observations similar to those from real-world data.

*Three simulated populations.*

Each simulated population comprises 10,000 people, tracked from age 30 to age 90 (or until death, whichever comes first). The simulations are macro-simulations; they are not stochastic. This means that calculated probabilities of an event (i.e., death, sickness onset, or weight change) can be interpreted as the fixed proportion of the population experiencing the event during some period. This can result in fractional people changing states.
Although the models are defined above in rates (for continuous processes), for ease of computation, all calculations are conducted using discrete transition probabilities. Each simulation population is updated one year at a time. Figure 3.1 shows the transition matrix used to translate (approximately) the rates to probabilities for the models that correspond to Hypotheses #2 and #3 (reverse causation). Specifically, the matrix shows how rates $d$, $s$, $g$, and $l$, defined above for each model, transform a simulation population at year $x$ (the vector on the right of the figure) into the population at year $x + 1$ (the vector on the left). Figure 3.1 can also be considered to represent the simulation corresponding to Hypothesis #1 (nutritional reserve), if we simply set all values of $s$, the rate of sickness onset, to 0 (such that no member of the population can fall into groups the labeled $n_{s1}$, $n_{s2}$, or $n_{s3}$, which are not at risk of transitioning up a weight category).

The conversion from rates to probabilities shown in Figure 3.1 is an approximation only, as the once-yearly transitions shown do not account for any partial-year exposures (for instance, a person who becomes sick halfway through the year, spending half the year at risk of transitioning up a weight category and half the year at risk of transitioning down). Importantly, then, Figure 3.1 illustrates the order of events assumed to occur during each transition. First, some proportion of the population dies during the year $(1 - \exp(-d))$, with the death rate, $d$, for each group based on the group’s sickness status and weight category at the beginning of the year. Next, some proportion of the population that survives may experience new sickness onset within the year $(1 - \exp(-s))$, with the sickness onset rate, $s$, based on weight category at the
Figure 3.1. Transition Matrix: Using Rates of Population Processes to Calculate Annual Changes in Population Composition. Transition probabilities are used to transform the population at time $x$ (the vector on the right) into the population at time $x + 1$ (the vector on the left). See text for equations to define rates of death, $d$; of sickness onset, $s$; of weight gain, $g$; and of weight loss, $l$. Rate values are calculated separately for each sub-group of the population (i.e., for each element in the right-hand vector). However, this figure omits subscripts to improve readability.

$$
\begin{bmatrix}
  n_{\text{dead}} \\
  n_{h1} \\
  n_{h2} \\
  n_{h3} \\
  n_{s1} \\
  n_{s2} \\
  n_{s3}
\end{bmatrix}_{x+1} =
\begin{bmatrix}
  1 & 1-e^{-d} & 1-e^{-d} & 1-e^{-d} & 1-e^{-d} & 1-e^{-d} \\
  0 & e^{-d} e^{s} e^{g} & 0 & e^{-d} & 0 & 0 \\
  0 & e^{-d} e^{s} (1-e^{g}) & e^{-d} e^{s} e^{g} & 0 & 0 & 0 \\
  0 & 0 & e^{-d} e^{s} (1-e^{g}) & e^{-d} e^{s} & 0 & 0 \\
  0 & e^{-d} (1-e^{s}) e^{l} & e^{-d} (1-e^{s}) (1-e^{l}) & 0 & e^{-d} & e^{-d} (1-e^{l}) \\
  0 & 0 & e^{-d} (1-e^{s}) e^{l} & e^{-d} (1-e^{s}) e^{l} & 0 & 0 \\
  0 & 0 & 0 & 0 & e^{-d} (1-e^{s}) e^{l} & e^{-d} e^{l}
\end{bmatrix}
\begin{bmatrix}
  n_{\text{dead}} \\
  n_{h1} \\
  n_{h2} \\
  n_{h3} \\
  n_{s1} \\
  n_{s2} \\
  n_{s3}
\end{bmatrix}_{x}
$$

$x$ is age in years minus 30.

- $n_{h1}$ is the number of healthy people in weight category I.
- $n_{h2}$ is the number of healthy people in weight category II.
- $n_{h3}$ is the number of healthy people in weight category III.
- $n_{s1}$ is the number of sick people in weight category I.
- $n_{s2}$ is the number of sick people in weight category II.
- $n_{s3}$ is the number of sick people in weight category III.
beginning of the year. Finally, people face a risk of weight change (usually $1 - \exp(-g)$ or $1 - \exp(-l)$, but sometimes 0), as if they had spent the entire year in the sickness-status group in which they end the year. Only people assigned to a weight category at the start of the year are at risk of transitioning out of it. (That is, a person may change weight categories no more than once per year.) All simulations are performed in R.2.15.2 (32).

*Selecting parameter values.*

Simulations in this paper illustrate possible relationships between body weight and mortality. Parameter values for each model are thus chosen for convenience, in that they produce illustrations to resemble observations from real-world data. These values are not estimated from data.

Three criteria guide the selection of parameter values. First, ideally, the simulated populations’ death rates by age would approximate a real population’s observed death rates by age. Second, the simulated populations’ weight category distributions at each age would resemble a real population’s distribution across BMI categories (normal, overweight, obese) by age. Third, naturally, the simulated populations would exhibit a relationship between body-weight category and mortality that resembles an observed curvilinear BMI–mortality relationship. In this study, the “target” or designated patterns for each simulation population to reproduce are based loosely on data from U.S. males born around 1950, but they are ultimately arbitrary. A combination of parameter values is selected for each model from a pre-specified range of values (also arbitrary) as the combination of these that best reproduces the designated targets.
The choice of these targets and selection of parameter values are both described in Appendix 3A. However, neither is central to this paper, as it is not necessary to explore, for a given model, every possible parameter-value combination (of which there are infinitely many) to demonstrate that at least one combination can satisfy some criteria.

Initial conditions.

For all simulations, the proportions in weight categories II and III at age 30, when the simulation begins, are set equal to the target proportions in these weight categories. The baseline hazard, \( \mu \), is set equal in all simulations to the target death rate at age 30: 1.69 per 1,000 person-years.

RESULTS

Figure 3.2 presents logged death rates by age in each of the three simulated populations. Figure 3.3 shows proportions of these simulated populations in each weight category by age, and Figure 3.4 shows hazard ratios associated with weight categories II and III by age, relative to category I. In each figure, the stipulated (target) relationship to reproduce is also shown for comparison.

Overall, the simulated populations exhibit relationships between age, body weight, and mortality that roughly resemble one other, as well as the designated targets. All three populations reproduce the stipulated age pattern of mortality relatively well (Figure 3.2). In all
Figure 3.2. Death Rates, by Age, in Three Simulated Populations.
Figure 3.3. Weight Category Distribution, by Age, in Three Simulated Populations.
Figure 3.4. Mortality Hazard Ratios Associated with Weight Categories II and III, by Age, in Three Simulated Populations.
three, the fit to the target weight category distribution is somewhat weaker (Figure 3.3). However, this may reflect some unrealistic assumptions that are common to all three simulations, such as, most obviously, the inability for most people to lose weight. (Only sick people, under Hypotheses #2 and #3, may do so.)

Figure 3.4 shows the paper’s most notable finding: All three hypotheses can explain a curvilinear relationship between BMI and mortality (at least within the age range where one is typically observed). That is, all three simulated populations have a mortality hazard ratio < 1 associated with weight category II, relative to weight category I, averaged over ages 50-79. Table 3.1 presents the mean mortality hazard ratios simulated for each hypothetical population. Note that Simulation #1 is guaranteed to reproduce exactly the target hazard ratios; that model assumes explicitly that observed (target) relationships reflect causal processes, so the simulation hazard ratios are fixed at the target levels. Simulations of reverse causation (Hypotheses #2 and #3), however, are not guaranteed to reproduce this relationship, and there has been some debate over whether it is possible to do so (19). Figure 3.4 and Table 3.1 show that, indeed, it is. Moreover, while the hazard ratios associated with Hypotheses #2 and #3 may not appear to match the target values very closely, it is possible to achieve a better match by compromising slightly on the match either to the age pattern of mortality or to the weight-category distribution by age (results not shown).
Table 3.1. Mean Hazard Ratios Associated with Weight Categories II and III, for Three Simulated Populations. Means calculated over age range 50-79.

<table>
<thead>
<tr>
<th>Hazard ratios</th>
<th>Simulation #1: Nutritional reserve hypothesis</th>
<th>Simulation #2: Conventional reverse causation hypothesis</th>
<th>Simulation #3: Modified reverse causation hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio associated with weight category II</td>
<td>0.940</td>
<td>0.969</td>
<td>0.997</td>
</tr>
<tr>
<td>(relative to category I)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ratio associated with weight category III</td>
<td>1.180</td>
<td>1.117</td>
<td>1.119</td>
</tr>
<tr>
<td>(relative to category I)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Parameter values for each simulation are listed in Table 3.2. Most of these parameters have an intuitive interpretation, so the values may be used to compare details of presumed causal processes across the simulated populations: for example, which hypothetical population has the greatest propensity to gain weight at a given age, and which experiences the greater longevity penalty associated with sickness (in the simulations corresponding to Hypotheses #2 and #3). Furthermore, one may analyze the simulated populations to calculate a number of additional quantities of interest: for example (again in Simulations #2 and #3), sickness prevalence at a given age, the frequency of sickness-induced weight loss by age (i.e., transitioning down a weight category), and the association between weight loss and mortality.
Table 3.2. Selected Parameter Values: Three Models.

<table>
<thead>
<tr>
<th></th>
<th>Simulation #1: Nutritional reserve hypothesis</th>
<th>Simulation #2: Conventional reverse causation hypothesis</th>
<th>Simulation #3: Modified reverse causation hypothesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.00169</td>
<td>0.00169</td>
<td>0.00169</td>
</tr>
<tr>
<td>$z$</td>
<td>0.061</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.94</td>
<td>1.25</td>
<td></td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>1.18</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.03</td>
<td>0.03</td>
<td>$\gamma$ 0.01</td>
</tr>
<tr>
<td>$\gamma_a$</td>
<td>-0.05</td>
<td>-0.05</td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>16</td>
<td>$\theta$ 128</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.0005</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>$z_s$</td>
<td>0.07</td>
<td>$z_s$ 0.06</td>
<td></td>
</tr>
<tr>
<td>$\beta_{s2}$</td>
<td>1.5</td>
<td>$\beta_{s2}$ 2.0</td>
<td></td>
</tr>
<tr>
<td>$\beta_{s3}$</td>
<td>2.0</td>
<td>$\beta_{s3}$ 3.0</td>
<td></td>
</tr>
<tr>
<td>$\gamma_s$</td>
<td>0.1</td>
<td>$\gamma_s$ 0.1</td>
<td></td>
</tr>
</tbody>
</table>
DISCUSSION

This paper has used simulation to demonstrate that observed phenomena are broadly consistent with more than one hypothesis for the curvilinear relationship between BMI and mortality. The competing hypotheses presented here are not exhaustive, and others may also be capable of explaining empirical findings (e.g., 33). Nevertheless, this paper shows a range of possible causal mechanisms, all with biological support, and demonstrates that any one of them could produce typical observations of the relationships between body weight, mortality, and age.

Proponents of the conventional reverse causation hypothesis may not find this surprising. However, by defining a model to represent a given hypothesis, one not only clarifies the presumed causal process – a useful conceptual task in its own right – but also elucidates the implications of that hypothesis. Reverse causation has recently been criticized as an explanation for the BMI–mortality curve because, at present, there are no good estimates of the frequency or magnitude of sickness-induced weight loss that could produce observed phenomena (19). However, the simulations in this paper, or more sophisticated versions of them, can provide exactly those estimates.

This paper, in other words, demonstrates two important points about reverse causation. First, it shows that reverse causation is sufficient to explain a population-level longevity advantage among the overweight. The second and more unexpected result, however, is that the major
implications of this explanation – in terms of sickness-induced weight loss – may in fact be quite plausible. For example, in the simulation corresponding to Hypothesis #2 (conventional reverse causation), sickness prevalence at age 60 is 4.2%. The proportion of sick people that transitions down a weight category in that population that year is 4.9%, which corresponds to a population-level prevalence of sickness-induced weight loss (transitioning down one weight category) of 0.2%. By age 80, these figures are 10.5%, 5.3%, and 0.6%, respectively. It would appear, then, that sickness-induced weight loss does not have to be extensive for it to fully explain the observed BMI–mortality relationship. It is conceivable that 4% of a population could have major clinical disease by age 60 (although this is difficult to test empirically, of course, as appropriate definitions of “major clinical disease” are themselves open to interpretation). It is further plausible that some fraction of 1% of the population may experience sickness-induced weight loss at age 60.

Simulations in this paper demonstrate mere possibilities for the relationships between body weight, age, and mortality, however. As such, caution is needed when interpreting the apparent implications of a model (such as those described above), or when comparing parameter values across models (listed in Table 3.2). That is, for a given model, it is always possible, and perhaps even likely, that another combination of parameter values exists that would similarly match the target relationships between age, weight, and death rates, but with different consequences for other population traits (for example, for sickness prevalence). Comparing parameter values in Table 3.2, therefore, allows one to compare population
processes across the *simulated populations*, but does not, in general, compare features intrinsic to the models themselves.

It is nevertheless useful to explore these populations’ major similarities and differences, as these highlight some range of the different causal mechanisms that may produce observed phenomena. The clearest difference between Simulation #1 (the nutritional reserve hypothesis) and Simulations #2 and #3 (reverse causation) is, by design, the “true” association between weight category and health, captured by the parameters $\beta_2$, $\beta_3$, $\beta_{s2}$, and $\beta_{s3}$ (see Table 3.2). In Simulation #1, all else being equal, it is optimal for longevity to be in weight category II ($\beta_2 = 0.94$). In contrast, in Simulations #2 and #3, it is optimal to be in weight category I, and the penalties associated with higher body weight are substantial. For example, in Simulation #2, irrespective of sickness status (which itself is more likely to strike people who are heavy), people in weight category II have death rates 25% higher than those in weight category I (ignoring the discrepancy, explained above, that is introduced by the approximate conversion of rates to annual transition probabilities). People in weight category III have death rates 50% higher than the lowest-risk group.

As noted above, the model for Hypothesis #3 (modified reverse causation) is a simplification of the model for Hypothesis #2 (conventional reverse causation). Because of this, Simulation #2 is guaranteed to be able to reproduce observed phenomena as long as Simulation #3 can. (That is, a model with added parameters will always fit at least as well as a simpler model.) The main
value of analyzing both of these hypotheses, therefore, is to demonstrate whether reverse causation, as conventionally understood, can be simplified mathematically with some slight reinterpretation of the assumed underlying biology. Table 3.2 gives some sense of the differences in this assumed biology between the two simulated populations. The most apparent difference, perhaps, is the penalty associated with sickness, $\theta$. This penalty is large in Simulation #2 for conventional reverse causation ($\theta = 16$), but enormous in Simulation #3 for modified reverse causation ($\theta = 128$). This difference may be easily explained, however, by the fact that all healthy people in Simulation #3 experience the same death rate as a healthy 30-year-old, whereas people in Simulation #2 experience increasing death rates with age, whether or not they are sick. That is, in Simulation #3, $\theta$ must be large enough to account for a good deal of the increase in death rates with age.

In the end, it is not straightforward to say which of the three hypotheses presented may be closest to the truth. Ideally, each model would be adjudicated on some combination of its ability to reproduce observed phenomena, its biological plausibility, and, most likely, its parsimony. Depending on how one weights these various criteria, however, one could reasonably argue that any of the three hypotheses presented here is “best.” The nutritional reserve hypothesis can explain observed relationships very well. However, it is to some degree constructed post-hoc to fit them, and some scholars doubt its biological plausibility (e.g., 1, 2). The conventional reverse causation hypothesis, in contrast, is generally viewed as more biologically plausible (1, 2), but the complexity required to model it has been greatly underappreciated. Even a simplistic model like the one in this paper, with no recovery from
sickness and no weight loss among the healthy, demands more than half a dozen parameters that essentially cannot be estimated from data. Modified reverse causation presents something of a compromise: more parsimonious than the conventional hypothesis, but retaining its central explanatory features.

In the future, empirical studies that rely heavily on one hypothesis for interpretation of the BMI–mortality relationship may wish to specify how, exactly, causal processes are expected to operate. Lack of specificity is a near-universal problem in descriptions of reverse causation, but is not unique to that explanation. Specificity would be helpful for assessing hypothesis plausibility along every dimension: empirical grounding, biological support, and simplicity.

Furthermore, it is only by describing models in greater detail that scholars will generate new testable hypotheses. This study shows that, at present, it is not straightforward to rule out any of the competing theories of BMI and mortality risk. However, if a simulation were to predict more specific phenomena, these could be verified or rejected with additional empirical study: for example, by pinpointing a particular association between weight change and mortality or between sickness measures and weight change, or, alternatively, by demonstrating changes in the BMI–mortality relationship itself, either with time since BMI measurement (34), or with age. The true challenge will be finding predictions that are particular to a given model, however. As this paper demonstrates, very different hypotheses can sometimes explain the same observations.
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Conclusion

This dissertation has assessed the role of “reverse causation” in studies of body weight and mortality, testing whether sickness-induced weight loss can explain low death rates among overweight people, relative to people with clinically normal body weight. All three chapters of the dissertation show modest support for this explanation.

Chapter 1 shows that people losing weight are at higher risk of death than people with stable or rising weight, and that this accounts for some – but maybe not all – of the apparent longevity advantage associated with being overweight. Chapter 2 shows that clinical disease can predict subsequent or concurrent weight loss in prospective, population-based samples, but that measured associations are sensitive both to the survey and to the magnitude of weight loss considered. This hints that reverse causation could play a different role from one sample to the next. Finally, Chapter 3 demonstrates by simulation that it is possible at least for reverse causation to produce an apparent longevity advantage among the overweight, even if every
individual in the population would be better off with normal weight. However, these simulated relationships are merely possible ones, not necessarily true ones.

In sum, while it seems that sickness-induced weight loss does affect estimates of the optimal BMI for longevity, the optimal value itself remains unclear. It could be in the overweight range; it could be in the normal-weight range. Each chapter has discussed the research implications of its findings in detail. However, given strong popular interest in body-weight topics (1), I would like to close with a brief discussion about what these findings might suggest for individual risk, and for individuals’ choices about desired body weight. I have studied reverse causation with respect to mortality only, and not to disease, disability, discrimination, or any other outcome. This limits the range of reasonable recommendations. Nevertheless, I would offer four suggestions related to body weight, drawing together results from this dissertation and from previous related work.

1. Avoid becoming obese.

While this dissertation does not identify an optimal BMI, it confirms that obesity most likely harms longevity. Ample existing evidence links obesity to a range of other negative health and socioeconomic outcomes as well (2, 3). In short, there are few obvious reasons to become obese, and plenty of reasons to avoid it.
In the samples analyzed in this dissertation, however, body weight tends to increase with age until well into one’s 60s or 70s. (This is consistent with previous research on weight gain and age (4).) Therefore, younger adults – say, people under age 50 – may benefit from keeping their weight well below the obese range, with a buffer to avoid obesity in the case that some weight gain with age cannot be prevented. Successfully avoiding obesity, therefore, may take a lifetime of effort.

2. Avoid being underweight.

My research papers do not report much on the dangers of underweight (BMI < 18.5), since few people in the studies’ age range, 50-79, fall into this very low weight category. However, in the data I use, as in previous studies (e.g., (5, 6)), mortality risk is usually highest of all among the underweight.

Some excess deaths among this group are very likely due to reverse causation. Still, even for people without clinical disease, being underweight can be dangerous. Underweight status requires sufficiently low weight for height (see Table I.1, in the Introduction, for values) that, almost by definition, it implies low muscle mass in addition to low fat mass (7). Extreme malnutrition can of course lead to death by starvation. But, even well before that point, malnutrition will compromise immune function, increasing the risks of illness and of death (8). Shetty and James of the United Nations Food and Agriculture Organization argue that (despite
the arbitrariness of all cut-points) the definition of underweight, BMI < 18.5, is a useful marker among adults for chronic energy deficiency (7): that is, inadequate food intake. No one should strive for such a low BMI.


This may seem tongue in cheek, but the point is a serious one. Americans worry about their weight a great deal (1, 9), and they spend billions each year on weight-loss attempts (10). However, some of this concern and money might be better focused elsewhere.

For most American adults (11) – say, anyone with a BMI between 21 (a “normal” value) and 34 (an “obese” one) – the association between BMI and mortality, while not trivial, is only moderate (12). For example, differences within this BMI range are typically small compared to the difference in death rates between smokers and never-smokers. Smokers have been observed to die at two to three times the rate of never-smokers (13, 14). At least when it comes to longevity, therefore, body weight is often not a person’s most important modifiable risk factor.

4. Be wary of weight loss, no matter how much you want it.
Lastly, one of the strongest findings in this dissertation is an association between weight loss and subsequent mortality among middle-aged and older adults. In every population studied here, people losing weight suffer higher death rates than people who either gain weight or maintain their weight. This association may seem surprising, given abundant medical and commercial advice on how to lose weight. But the link between weight loss and mortality is very well documented (15-18). It is also nothing new. Some 400 years ago even, William Shakespeare wrote about the weight loss that typically precedes death. (As part of the seven stages of life, he wrote, a middle-aged man, “In fair round belly with good capon lined,” eventually becomes frail and old, “His youthful hose, well saved, a world too wide / For his shrunk shank” (19).) Among the elderly, weight loss is a common corollary of aging, and has been linked to increased risks of falls, infection, and hospitalization (20).

With the rise of obesity over the past 50 years, millions of Americans are now reaching old age having struggled with their weight throughout adulthood. For these people who are also overweight or obese, easy weight loss later in life may seem very welcome. However, weight loss that comes without improvement in diet quality or in physical fitness may confer few health benefits – and may, more importantly, signal grave health problems. This dissertation has focused on a scientific debate surrounding weight loss and its effect on observed relationships between body weight and mortality. But the less novel result that weight loss predicts mortality, ultimately, may be the one that is most relevant to public health, or to individuals concerned about their own health. No matter how desirable weight loss may seem, it is very often a very bad omen.
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Appendices
APPENDIX 1A: DESCRIPTION OF DATA

This Appendix describes five longitudinal surveys used in Chapter 1:

1. The Australian Longitudinal Study of Ageing (ALSA);
2. The Costa Rican Study of Longevity and Healthy Aging (CRELES);
3. The English Longitudinal Study of Ageing (ELSA);
4. The Social Environment and Biomarkers of Aging Study (SEBAS), based in Taiwan; and
5. The U.S. National Health and Nutrition Examination I Epidemiologic Follow-Up Study (NHEFS).

Sampling

With the exception of ALSA, each survey is nationally representative, within certain age limits, of the country from which it is drawn. The ALSA sample is drawn from the Adelaide area. Two of the surveys oversample from select subpopulations. ALSA oversamples men (since males are relatively scarce at the older ages). NHEFS oversamples people living in poverty. Because there is no consensus on whether to include survey weights in regression analyses (1), this study ignores the selective oversampling. Sex is a covariate in all regressions, which means the extra men in ALSA should not affect results unless there are interactions between sex and BMI in the relationship between BMI and mortality, or between sex and BMI change in the
relationship between BMI change and mortality. No such interactions are observed in these data (results not shown). The large proportion of NHEFS participants living in poverty may lead to unusually high mortality estimates for the USA. However, as with sex in the ALSA sample, oversampling will not affect the shapes of the BMI–mortality curve or the BMI-change–mortality curve, unless the relationships differ by income.

In each figure, sample sizes (N) represent the number of study participants with non-missing values for all variables: i.e., BMI and/or BMI change, survival, age (within the range 50-79 at BMI measurement), sex (male or female), and smoking status (current, former, or never). It is possible for a study to have more observations in later waves than in earlier ones, as in NHEFS, if a greater number of study participants age into the 50-79 age range between survey waves than age out of it.

Measurement of BMI and BMI change

This study uses measured height and weight rather than self-reported values. To avoid undue influence of outliers or recording errors in the data, participants are excluded from analysis if they have a recorded weight below 32 kg (70 lbs) or above 273 kg (600 lbs), or if they have a recorded height below 1.22 m (48 in) or above 2.03 m (80 in). These thresholds are somewhat arbitrary, but were chosen in part because they exclude only a very small proportion of study participants from each survey: roughly 1 in 1,000. The upper weight limit set is not, in practice,
restrictive because each survey has a maximum weight up to which their scales are accurate (generally around 135 kg, or roughly 300 lbs), and in all cases it falls below the cut-off set by this study. ALSA, CRELES, ELSA and SEBAS all measure participants’ height every time they measure weight. Because of a systematic measurement error in CRELES wave 2, height at wave 2 in Costa Rica is calculated as the average of height at waves 1 and 3, or, if wave 3 height is missing, as height at wave 1. NHEFS measures height only at baseline. Height among NHEFS participants is therefore treated as constant across waves (i.e., assuming that adult height is fixed, at least from middle age until age 80). This may, on average, overestimate adult height in the U.S.

BMI is calculated as weight (in kilograms) divided by the square of height (in meters). Change in body mass index is defined as BMI at one survey wave minus BMI at a previous wave, so that positive values reflect weight gain and negative values reflect weight loss. For all surveys besides ELSA, weight-change intervals (the periods between BMI measurements) are calculated as the number of days between one measurement and another, and rounded to the nearest year. ELSA does not provide exact dates of interview or measurement, so that weight change intervals for ELSA are calculated to the nearest year as, simply, the difference between the year of second measurement and the year of the first.
Mortality

All five surveys track mortality through vital registration systems and proxy interviews. ALSA, SEBAS, and NHEFS provide exact dates of death and of BMI measurement, so it is straightforward to determine survival to exactly $n$ years after BMI measurement. CRELES provides exact date of BMI measurements but only month and year of death. Therefore, in that survey, deaths within $n$ years are estimated assuming that every death occurred on the fifteenth day of the month in which it occurred.

Survival estimates are more complicated for ELSA. To protect participant privacy, ELSA provides only year of death (not month or day). It further provides year (but not month or day) of first BMI measurement, and year and month (but not day) of subsequent BMI measurements. This means it is not possible to determine survival status at precisely $n$ years for all participants. E.g., a person interviewed in 1998 who dies in 2006 may have died within 8 years of BMI measurement, or may have died slightly after the 8-year mark. A small fraction of ELSA participants, roughly 0.02% in each analysis, has unknown mortality status at exactly $n$ years.

To deal with survival uncertainty, this study assumes that death dates and BMI-measurement dates are all evenly distributed throughout the year\(^1\). It can then be shown that each

\(^1\) Although exact date of BMI measurement is not given in ELSA, the month of measurement is given for waves in 2004-05 and in 2008-09 (but not at the baseline waves, in 1998-99 or in 2001). Available data on the month of measurement support assumptions that interview/measurement dates are evenly spaced throughout the year. In countries with data on exact date of death (e.g., the USA), there is evidence that deaths are more likely to occur in winter than in summer. However, the mean and the median dates of death are almost exactly at the middle of the year, so that deviation from a flat distribution of deaths should not strongly affect applicability of the proof below.
participant with unknown mortality status at $n$ years has exactly 50% probability of survival to that point and 50% probability of death (see proof that follows). Survival to $n$ years is therefore assigned within the unknown-survival group, at random with 50% probability, using the random number generator in Stata 12.

Proof: Assigning survival probabilities where exact date of death is unknown

Consider deaths that occur in the calendar year $n$ years after the year of interview. Deaths that occur before this are known to take place within $n$ years; deaths that occur later are known not to fall within $n$ years.

For these cases where year of death is equal to year of interview + $n$, survival status at exactly $n$ years is known only for some fraction of the decedents: i.e., those for which age at death is ($n-1$) or ($n+1$) years higher than age at interview (since a person cannot survive $n$ years without having at least $n$ birthdays before death, and cannot die within $n$ years if he or she has had more than $n$ birthdays). For the other cases, survival status at exactly $n$ years is unknown.

Assume that death days and interview dates are both evenly distributed throughout the year. Each possible ordering of these event dates (by month and day, with no regard for year) will then occur with equal probability. There are only two possible orderings, listed below in Table 1A.1. Either the death day falls earlier in the year than the anniversary of the interview date,
and the decedent is dead within $n$ years, or the death day falls later in the year than the anniversary of the interview date, and the decedent survives slightly more than $n$ years. There is therefore a 50% probability of death within $n$ years.

Table 1A.1. Orderings of Events, with Mortality Outcomes.

<table>
<thead>
<tr>
<th>Possible orderings of dates (month and day only, ignoring year)</th>
<th>Dead within $n$ years</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ death day day of interview</td>
<td>yes</td>
</tr>
<tr>
<td>$b$ day of interview death day</td>
<td>no</td>
</tr>
</tbody>
</table>
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APPENDIX 1B: TIME-TO-EVENT ANALYSES (HAZARD MODELS)

Three of the five surveys give detailed information on date of death. However, to protect participant privacy, the other two (CRELES and ELSA) give only month or year or death, rather than exact day. This makes it difficult to conduct time-to-event analyses in these data, especially in the ELSA survey. In that survey, timing information is limited to the year of death, and mortality follow-up is relatively short (only two years in the analyses that include BMI change).

For the three surveys that do include detailed information on date of death, time-to-event analysis (survival analysis) is used to assess robustness of results from penalized logistic regression. This Appendix shows results from three example analyses:

1) the BMI–mortality relationship from Australia in 1992 (with mortality follow-up to 2000),

2) the BMI–mortality relationship from Taiwan in 2000 (with mortality follow-up to 2008), and

3) the BMI–mortality relationship from the USA in 1971-75 (with mortality follow-up to 1979-83).
Results are shown both with and without substantial smoothing, and compared to results from logistic regression analyses like those used in Chapter 1. This allows some assessment of the similarities and differences between results generated using different model types.

Hazard models

In these data, the log of the all-cause mortality hazard appears to increase linearly with age within the age range 50 to 79, just as it does in virtually all human populations (1). Therefore, this Appendix defines the logged mortality hazard in each country as a linear function of age (time-varying), with dummy-variable controls for female sex, current-smoker status at baseline (time-invariant) and former-smoker status at baseline (time-invariant): i.e., assuming proportional hazards by sex and by smoking status. BMI at survey measurement (time-invariant) is included in the model also as a system of linear equations; the implementation, described below, depends on smoothing.

\[
\ln(\text{hazard}) = \beta_0 + \beta_1[\text{age}] + \beta_2[\text{female}] + \beta_3[\text{baseline current smoker}] + \beta_4[\text{baseline former smoker}] + f(\text{measured BMI})
\]

\text{Eqn. 1B.1}

As in Chapter 1, analyses are performed in Stata 12 (StataCorp LP, College Station, TX).
B-splines without penalty.

Hazards are first generated with minimal smoothing and compared to results from logistic regression with minimal smoothing. These results without substantial smoothing allow for clear comparison of the hazard models’ findings with findings from logistic regression models.

As in the primary analyses in Chapter 1, in hazard models in each country, B-splines are used to represent the relationship between BMI and mortality. However, no penalty is introduced to smooth results. (See Appendix 1C for description of B-splines and penalty). B-splines are constructed as in the primary analyses, with knots at every two BMI points throughout the BMI range (or as close as estimation will allow and still converge, given that there is no penalty).

These hazards are then used to generate predicted probabilities of death within eight years, which are compared to predicted probabilities of death within eight years from logistic regression models using B-splines (also with no penalty, i.e., equivalent to the primary analyses, but with $\lambda = 0$; see Appendix 1C).

Results with smoothing.

There is currently no Stata program to implement penalized $B$-splines, or $P$-splines (see Appendix 1C), in hazard models. This Appendix therefore uses regression splines to emulate hazard smoothing, generating results comparable to those from Chapter 1’s primary analyses using $P$-splines. Regression splines appear more sensitive to the range of the predictor
distribution than $P$-splines are (in logistic regression models), and (both in logistic regression and in hazard regression) the results based on regression splines are sensitive to knot placement (results not shown). Nevertheless, regression splines provide an adequate robustness check.

For these analyses, hazards are modeled as in Equation 1B.1, with natural cubic splines (2) for BMI. Internal knots are placed at BMI values of 18.5, 25, 30, and 35: values that correspond to thresholds of the World Health Organization body-weight categories.

Results

As in the Chapter 1, results are shown for a 72-year-old never-smoking male, and displayed for the middle 95% of the BMI distribution. (I.e., the full sample is used for estimation, but results are not displayed at the tails of the BMI distribution, which are typically very long, and for which results are imprecise due to sparse data).

Figures 1B.1 and 1B.2 show results without substantial smoothing. They are noisy representations of the BMI–mortality relationship, but are useful for comparing results across model type. 1B.1 shows the hazards estimated using $B$-splines. 1B.2 shows predicted probabilities of death within eight years generated using these hazards, alongside the results from logistic regression models with no penalty (i.e., equivalent to results in Chapter 1, except
Figure 1B.1. Mortality Hazards in Three Countries. Results shown for a 72-year-old never-smoking male.
Figure 1B.2. Predicted Probabilities of Death Within Eight Years, Without Smoothing, in Three Countries. Generated from hazard models (dotted lines) and logistic models (solid lines) with B-splines, no penalty. Results shown for a 72-year-old never-smoking male.
without smoothing: \( \lambda = 0 \); see Appendix 1C). In each country, the shape of the relationship between BMI and mortality is similar across the two types of analysis.

Since results look similar across both types of analyses before substantial smoothing, it would be surprising if the smoother results did not. Figure 1B.3 presents these results. Predicted probabilities of death from penalized logistic regression models (solid lines) are the same as those shown in Chapter 1. Predicted probabilities from hazard models (dotted lines) are generated from models with regression splines. The curves from time-to-event analyses may appear to have sharper changes in slope in some regions, but these are quite sensitive to knot placement (results not shown). As in the previous figure, the overall shape of the curves is similar.
Figure 1B.3. Predicted Probabilities of Death Within Eight Years, with Smoothing, in Three Countries.
Generated from hazard models (dotted lines) and logistic models (solid lines) with smoothing.
Results shown for a 72-year-old never-smoking male.
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Chapter 1 uses P-splines, or penalized B-splines, as described by Eilers and Marx (1) to produce data-driven estimates of the relationships between BMI and mortality, or between BMI change and mortality. P-splines may be considered a compromise of sorts between regression splines and smoothing splines, as they are constructed from a series of polynomial pieces (like regression splines) with difference penalties on regression coefficients of adjacent splines (for smoothing). Using P-splines allows a researcher to sidestep issues in selection of knot number and location that are so crucial to regression splines, but the splines are computationally cheaper than smoothing splines.

This Appendix briefly describes the P-spline method and selection of the smoothing parameters used in Chapter 1, based on the Akaike Information Criterion. Figure 1C.1 shows two examples of smoothed BMI–mortality curves generated using the technique. These examples, comparing model results to observed proportion dead by BMI, demonstrate that predictions from a P-spline model can fit data quite closely, even when the data are noisy and when the predictor–outcome relationship is not easily described by a low-order polynomial.
Figure 1C.1. Smoothing the Body Mass Index – Mortality Relationship with P-Splines: Two Examples.

Costa Rica, 2005  
$N = 1,651$, $n = 4$ years

USA, 1982-84  
$N = 5,217$, $n = 8$ years

Solid grey lines show the observed proportion dead by body mass index (BMI), for each 5% of the BMI distribution. Black lines show predicted probabilities of death (within specified period) from penalized logistic regressions using P-splines, without adjustment for covariates. Dotted lines represent 95% confidence intervals, conditional on a smoothing parameter (see below). $N$ is sample size; $n$ is duration of mortality follow-up.

Description of method: An overview

The $P$-spline method makes use of a large number of $B$-splines: collections of polynomial pieces, joined together at “knots” placed at designated values of a predictor variable. Construction of $B$-splines is described below. In any given analysis, enough $B$-splines are constructed to cover the entire range of the predictor of interest. By then regressing a given outcome on the $B$-splines, one can produce a relatively detailed representation of the association between predictor and outcome, without prior knowledge of where inflection points should occur along the fitted curve. Using many $B$-splines and many knots allows a more or less exact fit to the
data. Since the $P$-spline method uses relatively many $B$-splines, it then allows for smoothing to avoid excessive noise in the fitted relationship. A single tuning parameter, called $\lambda$, is incorporated into the (penalized) regression likelihood function, penalizing differences on coefficients of adjacent $B$-splines.

Construction of $B$-splines

Readers may wish to consult a reference on $B$-splines, such as one by de Boor (e.g., (2)), or the Eilers and Marx paper on $P$-splines (1). However, these splines are illustrated below in Figure 1C.2, and their quintessential features (paraphrased from Eilers and Marx (1)) are as follows:

- Each $B$-spline of degree $q$ is positive on a domain spanned by $q + 2$ knots, and is 0 elsewhere.
- The $B$-spline is constructed from $q + 1$ polynomial pieces, each of degree $q$.
- The polynomial pieces are joined together at $q$ inner knots.
- Wherever the pieces join, their derivatives to order $q - 1$ are continuous.
Figure 1C.2. Examples of $B$-Splines. Reproduced from Eilers and Marx ((1), Figure 1).

"Illustrations of one isolated $B$-spline and several overlapping ones: a) degree one; b) degree two."

All analyses in Chapter 1 use cubic $B$-splines. Each $B$-spline therefore covers a range spanning five knots, and consists of four cubic pieces, joined together at three internal knots. At each of these internal knots, the first and second derivatives of adjoining pieces are continuous.

For this study, $B$-splines are constructed with knots at every 2 points of the predictor variable of interest (e.g., with knots at $\text{BMI} = 15$, $\text{BMI} = 17$, ..., for analyses of BMI and mortality, and, e.g., with knots at $\text{BMI change} = -8$, $\text{BMI change} = -6$, ..., for the analyses of BMI change and mortality), and with one additional knot at the maximum value of the predictor variable and one knot at the minimum. The method does not require knots to be evenly spaced.
From B-splines to P-splines

P-splines are fit by penalized log-likelihood estimation. In particular, to smooth the estimated relationship between predictor and outcome, the P-spline method penalizes higher-order differences between the regression coefficients of adjacent B-splines. This is done with a single tuning parameter, called $\lambda$.

One forms the penalized regression likelihood function simply by subtracting a penalty term (including $\lambda$) from the log-likelihood, $l(y; a)$:

$$
L = l(y; a) - \left(\frac{\lambda}{2}\right) \sum_{j=k+1}^{n} (\Delta^k a_j)^2
$$

where $y$ is the outcome variable,

$a$ is vector of coefficients corresponding to the constructed B-splines,

$a_j$ is the coefficient for the $j$th B-spline,

and $\Delta^k a_j$ is the $k$th-order difference between $a_j$ and $a_{j-1}$.

In this study, second-order differences are penalized, so $\Delta^k a_j = \Delta \Delta a_j = a_j - 2a_{j-1} + a_{j-2}$. Eilers and Marx demonstrate that such second-order difference penalties produce qualitatively similar results to somewhat better-known smoothing-spline techniques that penalize the second derivatives of each spline (3-5). However, penalizing differences on adjacent coefficients allows for simpler calculation.
Note, crucially, that smaller values of $\lambda$ represent a smaller penalty in the likelihood function; larger values represent a larger penalty, and thus produce smoother fitted lines. E.g., if $\lambda = 0$ there is no smoothing. As $\lambda$ goes to infinity, the fitted line approaches a straight line.

Selecting a value for $\lambda$, the smoothing parameter

The smoothing parameter, $\lambda$, is chosen based on Akaike Information Criterion (AIC) values. For each analysis in Chapter 1, a model is fit and AIC calculated using a number of possible $\lambda$ values: 0.001, 0.01, 0.1, 1, 10, 100, and 1,000. Results in the chapter are shown for each analysis using the $\lambda$ value (of those listed) that yields the optimal (lowest) AIC, with two exceptions. First, the maximum $\lambda$ value selected is 100, since larger values yield lowest AIC only when the sample size is unusually small (effective degrees of freedom are low) and, in those cases, a value of $\lambda = 1,000$ appears to lead to oversmoothing: i.e., monotonically increasing or decreasing functions, when a smaller $\lambda$ value would suggest more complicated relationships. Second, in the analysis of BMI and mortality net of BMI change in the United States, the $\lambda$ value selected based on AIC appears to produce unusually noisy results, relative both to results from other countries and to results from the United States in other years during roughly the same period (e.g., adjusting the BMI–mortality curve in 1982-84 for 10-year or 9-year BMI change rather than for 11-year BMI change); results for this analysis are therefore shown in the Chapter 1 for $\lambda = 10$ rather than $\lambda = 1$. Figure 1C.3 displays these USA results using $\lambda = 10$ alongside those using $\lambda = 1$ for
comparison. Table 1C.1 presents all of the AIC values calculated for the analyses reported in Figures 1.3, 1.4, and 1.5 in Chapter 1.

**Figure 1C.3. Analysis of BMI and Mortality Net of BMI Change (over 11 Years), USA, 1982-84.**

![Graphs showing the relationship between BMI and 8-year probability of death for different values of \( \lambda \).](image)
Table 1C.1. AIC Values for the Analyses Shown in Figures 1.3, 1.4, and 1.5, by Select Values of $\lambda$. For each analysis, the best-fit AIC (among these choices of $\lambda$) is shown in bold type. The value selected to produce the figure is shown with grey shading.

<table>
<thead>
<tr>
<th>Values of $\lambda$</th>
<th>0.001</th>
<th>0.01</th>
<th>0.1</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
</table>

### Analyses of Figure 1.3: BMI & mortality

<table>
<thead>
<tr>
<th>Country, Year</th>
<th>0.001</th>
<th>0.01</th>
<th>0.1</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia, 1992</td>
<td>1089.0</td>
<td>1086.6</td>
<td>1084.4</td>
<td>1080.7</td>
<td>1076.9</td>
<td><strong>1075.7</strong></td>
<td>1076.4</td>
</tr>
<tr>
<td>Australia, 1994</td>
<td>795.2</td>
<td>792.9</td>
<td>789.8</td>
<td>786.9</td>
<td>782.8</td>
<td>780.2</td>
<td><strong>779.3</strong></td>
</tr>
<tr>
<td>Costa Rica, 2005</td>
<td>1015.2</td>
<td>1015.0</td>
<td>1014.3</td>
<td>1011.6</td>
<td><strong>1008.9</strong></td>
<td>1010.8</td>
<td>1017.2</td>
</tr>
<tr>
<td>Costa Rica, 2007</td>
<td>521.1</td>
<td>519.9</td>
<td>517.1</td>
<td>512.7</td>
<td>508.8</td>
<td>508.1</td>
<td>508.9</td>
</tr>
<tr>
<td>England, 1998-99</td>
<td>5219.6</td>
<td>5217.8</td>
<td>5217.2</td>
<td>5213.8</td>
<td>5210.2</td>
<td><strong>5208.7</strong></td>
<td>5219.8</td>
</tr>
<tr>
<td>England, 2001</td>
<td>2468.2</td>
<td>2466.6</td>
<td>2462.6</td>
<td>2458.1</td>
<td>2454.1</td>
<td><strong>2451.3</strong></td>
<td>2452.9</td>
</tr>
<tr>
<td>England, 2004-05</td>
<td>1175.1</td>
<td>1175.8</td>
<td>1172.9</td>
<td>1171.6</td>
<td><strong>1171.5</strong></td>
<td>1171.8</td>
<td>1177.2</td>
</tr>
<tr>
<td>Taiwan, 2000</td>
<td>852.8</td>
<td>852.3</td>
<td>849.9</td>
<td>845.6</td>
<td>843.3</td>
<td><strong>841.7</strong></td>
<td>842.6</td>
</tr>
<tr>
<td>Taiwan, 2006</td>
<td>309.7</td>
<td>308.6</td>
<td>307.0</td>
<td>304.7</td>
<td>303.0</td>
<td>302.1</td>
<td><strong>302.0</strong></td>
</tr>
<tr>
<td>USA, 1971-75</td>
<td>2555.2</td>
<td>2555.3</td>
<td>2552.5</td>
<td>2547.9</td>
<td>2544.1</td>
<td><strong>2543.0</strong></td>
<td>2555.6</td>
</tr>
<tr>
<td>USA, 1982-84</td>
<td>4479.8</td>
<td>4477.2</td>
<td>4473.3</td>
<td>4469.5</td>
<td>4466.0</td>
<td><strong>4464.1</strong></td>
<td>4476.5</td>
</tr>
</tbody>
</table>

### Analyses of Figure 1.4: BMI change & mortality

<table>
<thead>
<tr>
<th>Country, Year Range</th>
<th>0.001</th>
<th>0.01</th>
<th>0.1</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia, 1992 to 1994</td>
<td>692.6</td>
<td>690.5</td>
<td>686.9</td>
<td>683.8</td>
<td><strong>680.8</strong></td>
<td>683.5</td>
<td>691.3</td>
</tr>
<tr>
<td>Costa Rica, 2005 to 2007</td>
<td>475.8</td>
<td>474.4</td>
<td><strong>472.9</strong></td>
<td>474.2</td>
<td>477.5</td>
<td>479.3</td>
<td>479.6</td>
</tr>
<tr>
<td>England, 2001 to 2004</td>
<td>183.7</td>
<td>184.4</td>
<td>186.2</td>
<td>187.5</td>
<td>188.0</td>
<td>188.2</td>
<td>188.3</td>
</tr>
<tr>
<td>England, 1998-99 to 2004-05</td>
<td>533.5</td>
<td>532.2</td>
<td>530.1</td>
<td><strong>528.6</strong></td>
<td>529.2</td>
<td>532.1</td>
<td>532.8</td>
</tr>
<tr>
<td>England, 2001 to 2005</td>
<td>204.4</td>
<td>202.6</td>
<td>203.4</td>
<td>205.3</td>
<td>206.7</td>
<td>206.8</td>
<td>206.8</td>
</tr>
<tr>
<td>England, 1998 to 2005</td>
<td>173.8</td>
<td>172.9</td>
<td>172.3</td>
<td>171.5</td>
<td><strong>170.9</strong></td>
<td>171.1</td>
<td>171.1</td>
</tr>
<tr>
<td>Taiwan, 2000 to 2006</td>
<td>301.2</td>
<td>299.9</td>
<td>298.7</td>
<td>298.5</td>
<td>297.7</td>
<td>297.2</td>
<td><strong>297.1</strong></td>
</tr>
<tr>
<td>USA, 1974-75 to 1982-83</td>
<td>632.4</td>
<td>630.3</td>
<td>627.2</td>
<td>624.2</td>
<td><strong>622.9</strong></td>
<td>626.1</td>
<td>628.4</td>
</tr>
<tr>
<td>USA, 1973-74 to 1982-83</td>
<td>752.1</td>
<td>749.8</td>
<td>746.3</td>
<td>742.7</td>
<td><strong>741.7</strong></td>
<td>744.1</td>
<td>745.7</td>
</tr>
<tr>
<td>USA, 1972-74 to 1982-84</td>
<td>1195.4</td>
<td>1194.4</td>
<td>1193.3</td>
<td>1191.4</td>
<td><strong>1189.7</strong></td>
<td>1193.7</td>
<td>1199.2</td>
</tr>
<tr>
<td>USA, 1971-73 to 1982-84</td>
<td><strong>1252.7</strong></td>
<td>1259.4</td>
<td>1261.9</td>
<td>1264.0</td>
<td>1265.3</td>
<td>1269.0</td>
<td>1271.8</td>
</tr>
<tr>
<td>USA, 1971-72 to 1983-84</td>
<td>456.7</td>
<td>454.9</td>
<td>452.4</td>
<td><strong>451.6</strong></td>
<td>452.2</td>
<td>453.2</td>
<td>454.1</td>
</tr>
</tbody>
</table>

### Analyses of Figure 1.5: BMI, BMI change, & mortality

<table>
<thead>
<tr>
<th>Country, Year Range</th>
<th>0.001</th>
<th>0.01</th>
<th>0.1</th>
<th>1</th>
<th>10</th>
<th>100</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia, 1992 to 1994</td>
<td>688.9</td>
<td>687.6</td>
<td>688.4</td>
<td>687.2</td>
<td><strong>684.9</strong></td>
<td>683.1</td>
<td><strong>682.3</strong></td>
</tr>
<tr>
<td>Costa Rica, 2005 to 2007</td>
<td>490.3</td>
<td>488.8</td>
<td>485.3</td>
<td>481.1</td>
<td><strong>477.2</strong></td>
<td>477.7</td>
<td>479.0</td>
</tr>
<tr>
<td>England, 1998-99 to 2004-05</td>
<td>533.3</td>
<td>533.7</td>
<td>533.1</td>
<td>529.8</td>
<td><strong>527.0</strong></td>
<td>528.5</td>
<td>533.6</td>
</tr>
<tr>
<td>Taiwan, 2000-2006</td>
<td>306.0</td>
<td>305.6</td>
<td>305.1</td>
<td>303.4</td>
<td>301.9</td>
<td>301.1</td>
<td><strong>300.1</strong></td>
</tr>
<tr>
<td>USA, 1971-73 to 1982-84</td>
<td>1268.2</td>
<td>1267.6</td>
<td>1266.2</td>
<td><strong>1264.2</strong></td>
<td>1266.2</td>
<td>1267.5</td>
<td>1270.5</td>
</tr>
</tbody>
</table>
APPENDIX 1C REFERENCES


BMI change could affect mortality risk differently at different levels of BMI. For example, a person whose weight loss leaves him underweight may have higher mortality than someone whose weight loss leaves him overweight, even if both experience the same total BMI loss. Similarly, people who gain weight and become obese may have higher mortality than people who experience comparable weight gain (from a lower starting BMI) to become overweight.

This Appendix tests formally for effect modification between BMI level and BMI change in the analyses (described in Chapter 1) of BMI and mortality net of BMI change. It considers the following five scenarios:

a) BMI change < 0 resulting in BMI < 18.5
   - weight loss leading to underweight

b) BMI change < 0 resulting in BMI < 22
   - weight loss leading to underweight or low normal weight

c) BMI change < 0 resulting in BMI < 25
   - weight loss leading to underweight or normal weight
d) BMI change > 0 resulting in BMI > 30
   - *weight gain leading to obesity*

e) BMI change > 0 resulting in BMI > 35
   - *weight gain leading to “class II” or “class III” obesity, by WHO standards*

For each scenario, a dummy variable is generated. Values are assigned to each study participant as dummy = 1 if scenario occurs; 0 otherwise. Each of the dummy variables is then added, one by one, without the others, to the analyses described in section, “3) BMI, BMI change, and mortality” in Materials and Methods.

In total, this yields 25 tests for effect modification: one for each of five dummy variables (five scenarios of possible effect modification) in five different analyses (one per country). Table 1D.1 shows results of the 25 tests: odds ratios predicting death within $n$ years associated with each scenario in each country (controlling, as described in Chapter 1, for age, age squared, sex, smoking status, and the main effects of BMI and BMI change). The table also shows 95% confidence intervals.

There is no evidence of effect modification, as no test yields an odds ratio statistically significantly different from 1.0 at 5%. While statistical power for these tests is low, the point estimates are about as likely to be in the hypothesized direction as the opposite. There is no discernible pattern among the odds ratios.
Table 1D.1. Odds Ratios, Predicting Death Within \( n \) Years, for Five Possible Effect-Modification Scenarios.

<table>
<thead>
<tr>
<th>Country</th>
<th>Scenario (a) OR</th>
<th>95% CI</th>
<th>Scenario (b) OR</th>
<th>95% CI</th>
<th>Scenario (c) OR</th>
<th>95% CI</th>
<th>Scenario (d) OR</th>
<th>95% CI</th>
<th>Scenario (e) OR</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>0.20</td>
<td>&lt;0.01, 8.66</td>
<td>1.07</td>
<td>0.45, 2.51</td>
<td>1.05</td>
<td>0.59, 1.86</td>
<td>1.31</td>
<td>0.54, 3.16</td>
<td>0.64</td>
<td>0.17, 2.45</td>
</tr>
<tr>
<td>Costa Rica</td>
<td>0.77</td>
<td>0.08, 7.53</td>
<td>0.64</td>
<td>0.17, 2.39</td>
<td>0.54</td>
<td>0.21, 1.39</td>
<td>1.30</td>
<td>0.49, 3.41</td>
<td>2.85</td>
<td>0.60, 13.58</td>
</tr>
<tr>
<td>England</td>
<td>0.34</td>
<td>0.04, 3.22</td>
<td>1.16</td>
<td>0.35, 3.88</td>
<td>1.67</td>
<td>0.65, 4.32</td>
<td>0.98</td>
<td>0.35, 2.79</td>
<td>3.22</td>
<td>0.62, 16.88</td>
</tr>
<tr>
<td>Taiwan</td>
<td>1.44</td>
<td>0.23, 9.16</td>
<td>1.20</td>
<td>0.40, 3.60</td>
<td>0.72</td>
<td>0.29, 1.81</td>
<td>2.67</td>
<td>0.60, 11.95</td>
<td>&lt;0.01</td>
<td>near ∞</td>
</tr>
<tr>
<td>USA</td>
<td>0.73</td>
<td>0.23, 2.31</td>
<td>1.22</td>
<td>0.67, 2.22</td>
<td>0.70</td>
<td>0.45, 1.08</td>
<td>1.05</td>
<td>0.53, 2.09</td>
<td>1.14</td>
<td>0.31, 4.24</td>
</tr>
</tbody>
</table>

\( OR \) is odds ratio; CI is confidence interval; see previous page to define scenarios (a) through (e)
APPENDIX 2A: DETAILS OF THE CRELES AND ELSA DATA

Data come from two longitudinal population surveys of older adults: the Costa Rican Longevity and Healthy Aging Study (CRELES) and the English Longitudinal Study of Ageing (ELSA). These data are well-suited to studying determinants of weight change, as each survey measures participants’ height and weight over three different survey waves, rather than relying on self-reported values. Both surveys also collect detailed participant reports about health history and current health conditions. Both link to national death registration systems to track mortality.

Participants surveyed

Both ELSA and CRELES are nationally representative, within certain age limits, of the populations from which they are drawn. Both focus on older adults. To ensure rough comparability across the two population samples – especially among the elderly, for whom the relationship between BMI and health may vary by age (1) – we limit the study samples to participants who are at least 50 years old and no more than 79 years old at the time when weight change is measured. (See below for description of weight-change measurement.) CRELES has no study participants in their 50s; the age range for the Costa Rican sample is 61-79. The age range for the English sample is 52-79.
Timing of survey waves

Both ELSA and CRELES collect height and weight measurements at three separate survey waves. In CRELES, these measurements occur roughly two years apart, in 2004-06 (concentrated in 2005), in 2006-08 (concentrated in 2007), and in 2009-10 (concentrated in 2009). To ensure comparable measurements of BMI change over time, we include in analysis only those observations for which BMI measurements were spaced at least 18 months apart and no more than 30 months apart: i.e., all weight-change intervals in Costa Rica are between 1.5 and 2.5 years long. In ELSA, the survey waves with height and weight measurements occur first in 1998-99 and 2001 (since ELSA’s first wave was split), then in 2004-05, and finally in 2008-09. We restrict the ELSA sample to include only observations in which BMI measurements are spaced three to four years apart (i.e., BMI change is measured between 2001 and 2004 or 2005; between 2004 and 2008; or between 2005 and 2008 or 2009). Following these sample restrictions, weight-change measurements should be comparable within each of the two surveys. However, it is important to note that the intervals between measurements are substantially shorter in Costa Rica (1.5 to 2.5 years) than they are in England (3 to 4 years).

ELSA has two additional survey waves, collected in 2002-03 (between times 1 and 2) and in 2006-07 (between times 2 and 3), but neither of these collect height and weight information. Data from these waves are used to determine some changes in disease status between times 1 and 2 or between times 2 and 3. The waves are otherwise not used in the present study.
Health information collected

At each survey wave, CRELES and ELSA ask survey participants to rate their health overall, and to provide details about recent and past medical diagnoses. Participants’ reports of medical diagnoses may not provide a full picture of population health, as some survey participants may not know that they are sick, may not know the clinical name for the conditions affecting them, or may choose to withhold information from survey-takers. However, both England and Costa Rica have relatively well-functioning healthcare systems that provide universal coverage to citizens and permanent residents. As a result, it is likely that survey respondents with major, symptomatic conditions will have interacted with the formal healthcare sector, and have had opportunities for diagnosis.

All of the health analyses in Chapter 2 focus on major clinical conditions – i.e., cancer, diabetes, heart disease (excluding hypertension only), stroke, chronic lung disease, and arthritis – or (in the sensitivity analysis described in Appendix 2B) on self-rated health. Except in the case of diabetes, explained below, all clinical conditions from the CRELES survey are determined by respondents’ answers to a series of questions of the form, “Has a doctor ever told you that you had [...]?” We assume that CRELES participants only have active cancer if they report it being diagnosed in the past two years. (Survey respondents with earlier diagnoses are assigned missing values for the presence of cancer, since it is unknown whether the cancer is still active.) For all other disease diagnoses, we assume that the condition is still present if the respondent claims it has ever been diagnosed by a doctor. The survey questions are similar in ELSA. In that
survey, study participants are asked at times 2 and 3 if a doctor has ever diagnosed various conditions. At time 1, however, participants are not asked about each condition specifically; instead, they are asked to list each “long-standing illness, disability or infirmity” that affects them. At time 1, we assume that a condition is present if an ELSA respondent reports that it currently affects them. At later waves, we assume, as we do in CRELES, that most conditions are present as long as they have ever been diagnosed by a doctor, but we treat cancer as present at time 2 or time 3 only if it has been diagnosed during the previous measurement interval. For context, we include the unadjusted proportion of survey respondents reporting each condition, along with sample demographic characteristics, in Table 2A.1 (Costa Rica) and Table 2A.2 (England).

There are a few important differences in disease definitions between CRELES and ELSA. In ELSA, study participants are asked about “chronic lung disease such as chronic bronchitis or emphysema”; in CRELES the question about lung disease includes asthma and tuberculosis as well as chronic bronchitis and emphysema. Diabetes diagnosis in ELSA is determined solely by participant self-report, whereas in CRELES it is determined in part by fasting glucose and glycosylated hemoglobin tests that were administered during the study; this means that diabetes prevalence appears higher in Costa Rica than it does in England. As a result, diabetes status is likely to be more accurate in CRELES than in ELSA, but ELSA participants who report diabetes may well be, on average, sicker than those in CRELES. Finally, in CRELES, the question about heart attack is specific to that type of event, whereas in ELSA the survey combines a few different serious manifestations of cardiovascular disease – “heart attack, angina, and
### Table 2A.1. Descriptive Statistics, Costa Rica

Demographic and health traits of Costa Rican study participants, by BMI change, measured over an interval of 1.5 to 2.5 years (CRELES: 2005-07 or 2007-09).

#### CRELES AGE, SEX, SMOKING STATUS, & BMI

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean age at interval start</th>
<th>% female</th>
<th>% current smoker at interval start</th>
<th>% former smoker at interval start</th>
<th>Mean BMI at interval start</th>
<th>Mean BMI at interval end</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sample</td>
<td>1,285</td>
<td>69.07</td>
<td>52.7%</td>
<td>10.3%</td>
<td>32.1%</td>
<td>27.16</td>
<td>27.14</td>
</tr>
<tr>
<td>Weight losers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI change &lt; -1</td>
<td>238</td>
<td>69.54</td>
<td>59.7%</td>
<td>7.2%</td>
<td>28.8%</td>
<td>28.94</td>
<td>26.93</td>
</tr>
<tr>
<td>BMI change &lt; -2</td>
<td>72</td>
<td>70.10</td>
<td>63.9%</td>
<td>5.6%</td>
<td>26.8%</td>
<td>30.17</td>
<td>26.87</td>
</tr>
<tr>
<td>Weight maintainers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI change &gt; -1, &lt; 1</td>
<td>804</td>
<td>69.13</td>
<td>49.8%</td>
<td>11.4%</td>
<td>33.6%</td>
<td>26.69</td>
<td>26.68</td>
</tr>
<tr>
<td>BMI change &gt; -2, &lt; 2</td>
<td>1,149</td>
<td>69.04</td>
<td>51.7%</td>
<td>10.7%</td>
<td>32.2%</td>
<td>26.97</td>
<td>26.98</td>
</tr>
<tr>
<td>Weight gainers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI change &gt; 1</td>
<td>243</td>
<td>68.41</td>
<td>55.6%</td>
<td>9.9%</td>
<td>30.6%</td>
<td>26.99</td>
<td>28.87</td>
</tr>
<tr>
<td>BMI change &gt; 2</td>
<td>64</td>
<td>68.48</td>
<td>57.8%</td>
<td>9.4%</td>
<td>37.5%</td>
<td>27.21</td>
<td>30.44</td>
</tr>
</tbody>
</table>

#### CRELES HEALTH

<table>
<thead>
<tr>
<th></th>
<th>Cancer at interval start</th>
<th>New cancer by interval end</th>
<th>Diabetes† at interval start</th>
<th>New diabetes† by interval end</th>
<th>Heart disease† at interval start</th>
<th>New heart disease by interval end</th>
<th>Ever had stroke by interval start</th>
<th>New stroke by interval end</th>
<th>Arthritis at interval start</th>
<th>New arthritis by interval end</th>
<th>Lung disease† at interval start</th>
<th>New lung disease† by interval end</th>
<th>Self-rated health* at interval start</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sample</td>
<td>1.1%</td>
<td>1.1%</td>
<td>23.9%</td>
<td>4.3%</td>
<td>4.1%</td>
<td>1.2%</td>
<td>2.7%</td>
<td>0.5%</td>
<td>14.6%</td>
<td>3.1%</td>
<td>16.1%</td>
<td>2.0%</td>
<td>3.30</td>
</tr>
<tr>
<td>Weight losers</td>
<td>1.8%</td>
<td>0.8%</td>
<td>29.7%</td>
<td>5.0%</td>
<td>5.0%</td>
<td>2.1%</td>
<td>3.4%</td>
<td>0.4%</td>
<td>19.1%</td>
<td>3.0%</td>
<td>23.2%</td>
<td>1.3%</td>
<td>3.44</td>
</tr>
<tr>
<td>BMI change &lt; -1</td>
<td>1.5%</td>
<td>2.8%</td>
<td>23.6%</td>
<td>8.3%</td>
<td>5.6%</td>
<td>4.2%</td>
<td>4.2%</td>
<td>0.0%</td>
<td>25.4%</td>
<td>2.8%</td>
<td>26.4%</td>
<td>1.4%</td>
<td>3.42</td>
</tr>
<tr>
<td>BMI change &lt; -2</td>
<td>1.3%</td>
<td>1.2%</td>
<td>23.3%</td>
<td>4.2%</td>
<td>3.6%</td>
<td>1.1%</td>
<td>2.2%</td>
<td>0.6%</td>
<td>12.5%</td>
<td>2.9%</td>
<td>14.8%</td>
<td>2.4%</td>
<td>3.25</td>
</tr>
<tr>
<td>Weight maintainers</td>
<td>1.2%</td>
<td>1.0%</td>
<td>24.4%</td>
<td>4.1%</td>
<td>3.8%</td>
<td>1.0%</td>
<td>2.7%</td>
<td>0.6%</td>
<td>13.7%</td>
<td>3.1%</td>
<td>15.3%</td>
<td>2.2%</td>
<td>3.28</td>
</tr>
<tr>
<td>BMI change &gt; -1, &lt; 1</td>
<td>1.3%</td>
<td>1.2%</td>
<td>23.3%</td>
<td>4.2%</td>
<td>3.6%</td>
<td>1.1%</td>
<td>2.2%</td>
<td>0.6%</td>
<td>12.5%</td>
<td>2.9%</td>
<td>14.8%</td>
<td>2.4%</td>
<td>3.25</td>
</tr>
<tr>
<td>BMI change &gt; -2, &lt; 2</td>
<td>1.2%</td>
<td>1.0%</td>
<td>24.4%</td>
<td>4.1%</td>
<td>3.8%</td>
<td>1.0%</td>
<td>2.7%</td>
<td>0.6%</td>
<td>13.7%</td>
<td>3.1%</td>
<td>15.3%</td>
<td>2.2%</td>
<td>3.28</td>
</tr>
<tr>
<td>Weight gainers</td>
<td>0.0%</td>
<td>0.8%</td>
<td>20.2%</td>
<td>3.7%</td>
<td>4.9%</td>
<td>0.4%</td>
<td>3.7%</td>
<td>0.4%</td>
<td>17.4%</td>
<td>3.7%</td>
<td>13.6%</td>
<td>1.6%</td>
<td>3.32</td>
</tr>
<tr>
<td>BMI change &gt; 1</td>
<td>0.0%</td>
<td>0.8%</td>
<td>20.2%</td>
<td>3.7%</td>
<td>4.9%</td>
<td>0.4%</td>
<td>3.7%</td>
<td>0.4%</td>
<td>17.4%</td>
<td>3.7%</td>
<td>13.6%</td>
<td>1.6%</td>
<td>3.32</td>
</tr>
<tr>
<td>BMI change &gt; 2</td>
<td>0.0%</td>
<td>0.0%</td>
<td>15.6%</td>
<td>3.1%</td>
<td>7.8%</td>
<td>0.0%</td>
<td>1.6%</td>
<td>0.0%</td>
<td>18.8%</td>
<td>3.1%</td>
<td>18.8%</td>
<td>0.0%</td>
<td>3.47</td>
</tr>
</tbody>
</table>

* Self-rated health is given on five-point scale, with 1 = excellent and 5 = poor.
† See Chapter 2 or Appendix 2A for differences in disease definitions between CRELES and ELSA.
### Table 2A.2. Descriptive Statistics, England.

Demographic and health traits of English study participants, by BMI change, measured over an interval of 3 to 4 years (ELSA: 2001-04/05 or 2004/05-2008/09).

#### ELSA AGE, SEX, SMOKING STATUS, & BMI

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>Mean age at interval start</th>
<th>% female</th>
<th>% current smoker at interval start</th>
<th>% former smoker at interval start</th>
<th>Mean BMI at interval start</th>
<th>Mean BMI at interval end</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sample</td>
<td>4,423</td>
<td>61.61</td>
<td>54.4%</td>
<td>17.7%</td>
<td>43.7%</td>
<td>27.98</td>
<td>28.17</td>
</tr>
<tr>
<td>Weight losers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI change &lt; -1</td>
<td>865</td>
<td>62.65</td>
<td>55.3%</td>
<td>17.7%</td>
<td>46.8%</td>
<td>29.14</td>
<td>26.89</td>
</tr>
<tr>
<td>BMI change &lt; -2</td>
<td>373</td>
<td>62.53</td>
<td>61.4%</td>
<td>21.9%</td>
<td>46.2%</td>
<td>30.37</td>
<td>27.02</td>
</tr>
<tr>
<td>Weight maintainers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI change &gt; -1, &lt; 1</td>
<td>2,290</td>
<td>61.66</td>
<td>50.4%</td>
<td>16.4%</td>
<td>43.6%</td>
<td>27.36</td>
<td>27.39</td>
</tr>
<tr>
<td>BMI change &gt; -2, &lt; 2</td>
<td>3,519</td>
<td>61.75</td>
<td>52.0%</td>
<td>16.1%</td>
<td>43.9%</td>
<td>27.61</td>
<td>27.72</td>
</tr>
<tr>
<td>Weight gainers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI change &gt; 1</td>
<td>1,258</td>
<td>60.80</td>
<td>60.9%</td>
<td>20.1%</td>
<td>41.7%</td>
<td>28.29</td>
<td>30.49</td>
</tr>
<tr>
<td>BMI change &gt; 2</td>
<td>531</td>
<td>60.06</td>
<td>65.1%</td>
<td>25.3%</td>
<td>40.6%</td>
<td>28.68</td>
<td>31.91</td>
</tr>
</tbody>
</table>

#### ELSA HEALTH

<table>
<thead>
<tr>
<th>Cancer at interval start</th>
<th>New cancer by interval end</th>
<th>Diabetes† at interval start</th>
<th>New diabetes† by interval start</th>
<th>Heart disease† at interval start</th>
<th>New heart disease by interval start</th>
<th>Ever had stroke by interval start</th>
<th>New stroke by interval start</th>
<th>Arthritis at interval start</th>
<th>New arthritis by interval end</th>
<th>Lung disease† at interval start</th>
<th>New lung disease† by interval end</th>
<th>Self-rated health* at interval start</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total sample</td>
<td>2.5%</td>
<td>1.8%</td>
<td>6.0%</td>
<td>2.5%</td>
<td>5.6%</td>
<td>3.8%</td>
<td>0.9%</td>
<td>0.9%</td>
<td>24.0%</td>
<td>11.7%</td>
<td>2.4%</td>
<td>2.6%</td>
</tr>
<tr>
<td>Weight losers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI change &lt; -1</td>
<td>2.6%</td>
<td>2.1%</td>
<td>9.5%</td>
<td>4.3%</td>
<td>6.5%</td>
<td>4.2%</td>
<td>0.9%</td>
<td>0.7%</td>
<td>26.2%</td>
<td>11.5%</td>
<td>3.1%</td>
<td>3.2%</td>
</tr>
<tr>
<td>BMI change &lt; -2</td>
<td>2.4%</td>
<td>4.3%</td>
<td>13.0%</td>
<td>5.4%</td>
<td>6.2%</td>
<td>5.6%</td>
<td>0.5%</td>
<td>1.3%</td>
<td>32.2%</td>
<td>11.6%</td>
<td>3.2%</td>
<td>4.2%</td>
</tr>
<tr>
<td>Weight maintainers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI change &gt; -1, &lt; 1</td>
<td>2.4%</td>
<td>2.1%</td>
<td>4.7%</td>
<td>2.1%</td>
<td>5.1%</td>
<td>3.8%</td>
<td>0.8%</td>
<td>0.8%</td>
<td>21.5%</td>
<td>11.4%</td>
<td>2.0%</td>
<td>2.3%</td>
</tr>
<tr>
<td>BMI change &gt; -2, &lt; 2</td>
<td>2.6%</td>
<td>1.7%</td>
<td>5.0%</td>
<td>2.2%</td>
<td>5.4%</td>
<td>3.7%</td>
<td>0.9%</td>
<td>0.7%</td>
<td>22.4%</td>
<td>11.4%</td>
<td>2.1%</td>
<td>2.4%</td>
</tr>
<tr>
<td>Weight gainers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BMI change &gt; 1</td>
<td>2.4%</td>
<td>1.2%</td>
<td>6.0%</td>
<td>1.8%</td>
<td>5.8%</td>
<td>3.3%</td>
<td>0.9%</td>
<td>1.4%</td>
<td>27.0%</td>
<td>12.4%</td>
<td>2.6%</td>
<td>2.7%</td>
</tr>
<tr>
<td>BMI change &gt; 2</td>
<td>1.7%</td>
<td>1.3%</td>
<td>7.8%</td>
<td>2.3%</td>
<td>6.4%</td>
<td>3.0%</td>
<td>0.8%</td>
<td>1.9%</td>
<td>28.6%</td>
<td>14.3%</td>
<td>2.7%</td>
<td>2.7%</td>
</tr>
</tbody>
</table>

* Self-rated health is given on five-point scale, with 1 = excellent and 5 = poor.
† See Chapter 2 or Appendix 2A for differences in disease definitions between CRELES and ELSA.
congestive heart failure” – into a single marker. This means that our study analyzes the association of heart attack with weight loss in Costa Rica, but the association of heart disease more broadly with weight loss in England.

Measurement of height, weight, and body mass index

All height and weight values come from direct measurement rather than self-reports. Due to a systematic error in height measurement at CRELES wave 2, we estimate each CRELES participant’s height at that time as the mean of his height at waves 1 and 3, or, for participants with no measurement at wave 3, as equal to height at wave 1.

To limit the impact of extreme outliers and presumed recording errors, we restrict the sample of observed BMI-change values in both CRELES and ELSA to those from survey respondents with recorded heights of at least 1.22 m (48 in) and no more than 2.03 m (80 in) at both the beginning and the end of the weight-change interval. We further restrict the sample to observations from people with recorded weights of no less than 32 kg (70 lbs). These cut-offs are somewhat arbitrary, but were chosen in part because they eliminate only a very small proportion of survey participants (roughly 1 per 1,000 in ELSA, e.g.). Both CRELES and ELSA also have a maximum possible weight beyond which their scales were not accurate, around 130 kg. Heavier participants are not included in the sample as they have no measured weight values.
In these data, BMI change is due almost exclusively to weight change and not to changes in height. All the study participants are middle-aged or older (aged 50-79 at the end of the weight-change interval). As a result, observed heights change little over time: on average well under 1 cm between one survey wave and the next, and with very slight “growth” about as common as very slight “shrinking” – a finding that suggests that observed height change over time is driven largely by random measurement error. We eliminate 13 BMI-change observations in ELSA and 13 in CRELES as presumed recording errors; they show either implausibly large changes in height between two survey waves (growing or shrinking by more than 10 cm [4 in]), or extreme changes in weight (more than 25kg [55 lbs]) that are inconsistent with waist-circumference measurements or interviewer assessments of whether the respondent is underweight or overweight.

Total sample size, after restrictions

The analyses in this study use one valid BMI-change observation per survey respondent. Following the sample restrictions described above – by age, by duration of intervals between survey waves, and by height and weight measurements – there are 1,285 in CRELES and 4,423 in ELSA.
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APPENDIX 2B: SENSITIVITY ANALYSIS

To gauge robustness of results, we test several model specifications beyond those described in the main text of Chapter 2.

First, we examine how results change when we use different definitions of disease or ill health. Although we do not expect diseases in the primary analysis to be highly collinear, we test for the association between BMI loss and composite measures of disease: in England, self-reports of “any chronic illness” or “any chronic illness that limits activities” at the start of the weight-change interval or emerging during the interval; and in both Costa Rica and in England a composite of the 12 disease diagnoses variables that are considered in the primary analysis (i.e., six conditions at baseline, and six disease-onset variables). As in the primary analysis, we test each composite measure for associations with BMI change < -1.0 point and with BMI change < -2.0 points, using logistic regression with controls (measured at the start of the interval) for age, sex, smoking status (current, former, never), and initial BMI. In separate analyses in each country, we then also test for associations between BMI loss (of the two different magnitudes) and starting self-rated health, operationalized either as a continuous marker (on a five-point scale) or as a dichotomous one (first, [poor or fair] v. [good, very good, or excellent], and, second, in a new model, [poor] v. [fair, good, very good, or excellent]). We use logistic regression analyses to test for associations of each self-rated-health marker with
each BMI-loss outcome, adjusting, as above, for age, sex, smoking status, and BMI as they were measured at the beginning of the weight-change interval.

In the second set of robustness checks, we examine alternatives to logistic regression, and test whether a different functional form might better detect relationships between BMI loss and disease. Linear regression has the disadvantage that it does not distinguish a variable that has no effect on weight change from one that affects equally the probability of all extreme changes, whether positive or negative. However, if we treat BMI change as a continuous variable (in linear regression) rather than as a dichotomous one (in logistic regression), we may obtain richer outcome information from the same observations. In our robustness checks, therefore, we test for linear associations of clinical conditions with BMI change (continuous) and with weight change (continuous, in kilograms), as well as for linear associations of BMI change or weight change with self-rated health measures (either continuous and dichotomous, as described above). Lastly, we use multinomial logistic models to test whether individual disease conditions, the composite measures of disease, or self-rated health have an association with the probabilities of both weight gain and weight loss, relative to the probability of maintaining roughly stable weight. We might expect this to occur, for example, if some diseases lead to weight gain while others lead to weight loss, or if people who have been diagnosed with disease are likely to lose weight when they are first sick but then to regain it once they recover.

All robustness-check models, as above, include controls (measured at the start of the interval) for age, sex, smoking status (current, former, never), and starting BMI.
Results

Results are largely consistent with the primary findings shown in Chapter 2. In the first series of checks, examining health definitions, we find no evidence of additional relationships in Costa Rica between health markers and BMI loss more than 1.0 point or more than 2.0 points, although many statistically insignificant associations (with composite measures of disease or with self-rated general health) are in the hypothesized direction. In England, we find one additional association with BMI loss more than 1.0 point at a significance level of 5%; baseline self-rated general health, defined as a dichotomous variable for poor v. any other report, is associated with a 50% increase in the odds of BMI change < -1.0 point (OR = 1.50 [95% CI: 1.02 – 2.21]). We see further associations in England between BMI loss of more than 2.0 points and composite measures of disease (“any chronic illness” or “any chronic illness that limits activity”) and also between self-rated general health at baseline (continuous) and BMI loss more than 2.0 points. These findings are broadly consistent with the primary analysis, which found relationships between several individual disease conditions and BMI change more than 2.0 points.

The second set of robustness checks examines functional form. Overall, the results from linear regression are weaker than those from the primary logistic models. Figure 2B.1 shows results from a linear regression of BMI change (a continuous variable) on self-reported diseases. Diabetes onset in England is the sole condition associated at 5% with BMI change as a continuous variable (associated with a change of -0.44 BMI points [95% CI: -0.79 – -0.09]).
Figure 2B.1. Self-Reported Disease Diagnoses and BMI Change (Continuous).

Estimated effect on BMI change (in BMI points), with 95% confidence intervals

<table>
<thead>
<tr>
<th>Costa Rica</th>
<th>England</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>weight loss</strong></td>
<td><strong>weight gain</strong></td>
</tr>
<tr>
<td>-1.5</td>
<td>-1.0</td>
</tr>
<tr>
<td>Age at interval start (per 10-year change)</td>
<td>-0.29</td>
</tr>
<tr>
<td>Female sex</td>
<td>0.07</td>
</tr>
<tr>
<td>Current smoker at interval start</td>
<td>0.04</td>
</tr>
<tr>
<td>Former smoker at interval start</td>
<td>0.19</td>
</tr>
<tr>
<td>BMI at interval start (per 10-year change)</td>
<td>-0.35</td>
</tr>
<tr>
<td>Cancer at interval start</td>
<td>-0.77</td>
</tr>
<tr>
<td>New cancer by interval end</td>
<td>-0.63</td>
</tr>
<tr>
<td>Diabetes† at interval start</td>
<td>-0.11</td>
</tr>
<tr>
<td>New diabetes† by interval end</td>
<td>-0.22</td>
</tr>
<tr>
<td>Heart disease† at interval start</td>
<td>0.27</td>
</tr>
<tr>
<td>New heart disease† by interval end</td>
<td>-0.50</td>
</tr>
<tr>
<td>Stroke† by interval start</td>
<td>0.12</td>
</tr>
<tr>
<td>New stroke by interval end</td>
<td>0.19</td>
</tr>
<tr>
<td>Arthritis at interval start</td>
<td>-0.07</td>
</tr>
<tr>
<td>New arthritis by interval end</td>
<td>0.09</td>
</tr>
<tr>
<td>Lung disease† at interval start</td>
<td>-0.12</td>
</tr>
<tr>
<td>New lung disease† by interval end</td>
<td>0.08</td>
</tr>
</tbody>
</table>

† See Chapter 2 or Appendix 2A for differences in disease definitions between CRELES and ELSA.
However, in England, the changes associated with baseline diabetes and with cancer onset are close to significant at 5% (respectively, -0.23 [95% CI: -0.47 – 0.00]) and -0.40 [95% CI: -0.81 – 0.01]). Linear regression of weight change in kilograms on self-reported diseases also reveals a borderline significant association in ELSA between arthritis onset and weight change, suggesting that disease may lead to mild weight gain (a change of +0.47 kg [95% CI: 0.01 – 0.92]), although there is no such apparent association with BMI change (weight change adjusted for height squared).

Results from multinomial logistic models look similar to those from the primary analysis. The multinomial results do reveal some additional associations in CRELES between self-rated general health and BMI changes (gains or losses) of more than 1.0 point, relative to roughly stable weight (defined as a change > -1.0 point and < 1.0 point). Each two-point worsening in self-rated general health (continuous) is associated with a 37% increase in the probability of BMI loss of at least 1.0 point relative to the probability of roughly stable weight ($OR = 1.37$ [95% CI: 1.00 – 1.87]). When self-rated general health is treated as a dichotomous variable, fair or poor health is similarly associated with a 37% increase in the probability of BMI loss of at least 1.0 point relative to roughly stable weight ($OR = 1.37$ [95% CI: 1.02 – 1.85]). However, there is no apparent relationship in the multinomial models between self-rated general health and BMI loss more than 2.0 points.
APPENDIX 2C: POWER TO DETECT ASSOCIATIONS BETWEEN DISEASES AND WEIGHT LOSS

We calculate power using standard-error estimates from models described in Chapter 2: i.e., with all diseases included simultaneously, and controls for age, sex, smoking, and initial BMI.

**Costa Rica**

Power to detect odds ratio = 2

<table>
<thead>
<tr>
<th>Disease</th>
<th>BMI change &lt; -1.0 point</th>
<th>BMI change &lt; -2.0 points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer at baseline</td>
<td>19.8%</td>
<td>9.2%</td>
</tr>
<tr>
<td>Cancer onset</td>
<td>13.6%</td>
<td>12.7%</td>
</tr>
<tr>
<td>Diabetes at baseline</td>
<td>96.6%</td>
<td>54.8%</td>
</tr>
<tr>
<td>Diabetes onset</td>
<td>46.8%</td>
<td>28.4%</td>
</tr>
<tr>
<td>Heart disease at baseline</td>
<td>41.2%</td>
<td>17.4%</td>
</tr>
<tr>
<td>Heart disease onset</td>
<td>22.1%</td>
<td>15.9%</td>
</tr>
<tr>
<td>Stroke at baseline</td>
<td>26.4%</td>
<td>14.2%</td>
</tr>
<tr>
<td>Stroke onset</td>
<td>8.7%</td>
<td>–</td>
</tr>
<tr>
<td>Arthritis at baseline</td>
<td>90.7%</td>
<td>59.1%</td>
</tr>
<tr>
<td>Arthritis onset</td>
<td>31.6%</td>
<td>14.2%</td>
</tr>
<tr>
<td>Lung disease at baseline</td>
<td>93.1%</td>
<td>56.0%</td>
</tr>
<tr>
<td>Lung disease onset</td>
<td>19.2%</td>
<td>9.7%</td>
</tr>
</tbody>
</table>

**England**

Power to detect odds ratio = 2

<table>
<thead>
<tr>
<th>Disease</th>
<th>BMI change &lt; -1.0 point</th>
<th>BMI change &lt; -2.0 points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cancer at baseline</td>
<td>78.2%</td>
<td>40.1%</td>
</tr>
<tr>
<td>Cancer onset</td>
<td>69.2%</td>
<td>62.9%</td>
</tr>
<tr>
<td>Diabetes at baseline</td>
<td>99.7%</td>
<td>96.4%</td>
</tr>
<tr>
<td>Diabetes onset</td>
<td>91.2%</td>
<td>74.5%</td>
</tr>
<tr>
<td>Heart disease at baseline</td>
<td>98.2%</td>
<td>78.5%</td>
</tr>
<tr>
<td>Heart disease onset</td>
<td>91.3%</td>
<td>71.2%</td>
</tr>
<tr>
<td>Stroke at baseline</td>
<td>39.8%</td>
<td>15.2%</td>
</tr>
<tr>
<td>Stroke onset</td>
<td>33.6%</td>
<td>28.8%</td>
</tr>
<tr>
<td>Arthritis at baseline</td>
<td>&gt; 99.9%</td>
<td>&gt; 99.9%</td>
</tr>
<tr>
<td>Arthritis onset</td>
<td>&gt; 99.9%</td>
<td>96.6%</td>
</tr>
<tr>
<td>Lung disease at baseline</td>
<td>82.9%</td>
<td>56.0%</td>
</tr>
<tr>
<td>Lung disease onset</td>
<td>84.4%</td>
<td>64.4%</td>
</tr>
</tbody>
</table>
APPENDIX 3A: SELECTION OF PARAMETER VALUES

Simulation populations are designed to resemble, very roughly, the population of U.S. males born in 1950 (i.e., aged 30 in 1980, aged 40 in 1990, aged 50 in 2000, etc.). For each simulation, parameter values are selected so that the simulated population will match designated (or “target”) relationships between age, weight, and mortality risk.

Designated relationships for the simulated populations to reproduce

A “target,” or stipulated, age pattern of mortality for the simulated populations is based on death rates reported in the Human Mortality Database (HMD) (1). The HMD provides cohort death rates for U.S. males born in 1950 by single year of age, up to age 59. The target relationship for the simulated populations to reproduce is then modeled from these data, assuming a linear increase in logged death rates with age, from age 30 to 90: i.e., a Gompertz pattern of adult mortality (2). Figure 3A.1 shows HMD observations (from age 0 to 59) alongside target mortality for the simulations to reproduce (from age 30 to 90).

A target population distribution across weight categories at each age is based loosely on BMI observations in the U.S. National Health Interview Survey (3), calculated from self-reported height and weight, and on measured BMI values in the English Longitudinal Study of Ageing (4).
Figure 3A.1. Observed Death Rates by Age, with Target Age Pattern of Mortality for the Simulation Populations to Reproduce

Target slope: 0.061
Target value at age 30: 0.00169

HMD: Human Mortality Database
Figure 3A.2 shows observed proportions of the non-underweight male population that are normal weight, overweight, and obese in these two data sources; the target for the simulation populations is superimposed. This designated relationship for the simulations is essentially arbitrary above age 60, as data are not yet available beyond that age for the cohort born in 1950, and there is no validated method to project future prevalence of obesity or overweight.

Target relationships between weight category and mortality risk are based on a recent meta-analysis of nearly 100 studies worldwide of BMI and mortality (5). That paper finds (for both sexes combined) a mortality hazard ratio of 0.94 associated with overweight status relative to normal weight, and a hazard ratio of 1.18 associated with obesity relative to normal weight. Because there is limited information about the shape of the BMI–mortality curve before middle age or at the oldest ages, this study stipulates a target relationship between weight category and mortality only for the age range 50-79. For simplicity, target hazard ratios are assumed to be constant by age within this range. They are shown in Figure 3A.3: a hazard ratio of 0.94 associated with weight category II and of 1.18 with weight category III, as in the meta-analysis.

Parameter search

The parameter-value selection process has two steps. First, a wide range of possible (arbitrary) values is assigned to each parameter in each model. These possible values are listed in Table 3A.1. Then, for each model, every possible combination of different parameter values is
Figure 3A.2. Observed BMI Category by Age, with Target Weight Category Distributions for the Simulation Populations

Target proportion in category I: \(1.31 - 3.48 \times 10^{-2} \cdot \text{age} + 2.77 \times 10^{-4} \cdot \text{age}^2\)
Target proportion in category II: \(1.43 \times 10^{-2} + 1.71 \times 10^{-2} \cdot \text{age} - 1.55 \times 10^{-4} \cdot \text{age}^2\)
Target proportion in category III: \(-3.27 \times 10^{-1} + 1.77 \times 10^{-2} \cdot \text{age} + 1.22 \times 10^{-4} \cdot \text{age}^2\)

NHIS: National Health Interview Survey
ELSA: English Longitudinal Study of Ageing

c: Men aged 37-43 in 1996.
f: Men aged 57-63 in 2004.
h: Men aged 57-63 in 2008 or 2009.
Figure 3A.3. Target Relationship Between Weight Category and Mortality, by Age, for the Simulation Populations

Target ratio for category II: 0.94 (constant across age range 50-79)
Target ratio for category III: 1.18 (constant across age range 50-79)
Table 3A.1. Values Considered in the Parameter-Value Search.

Model 1: Nutritional reserve

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$z$</th>
<th>$\beta_2$</th>
<th>$\beta_3$</th>
<th>$\gamma$</th>
<th>$\gamma_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00169</td>
<td>0.61</td>
<td>0.94</td>
<td>1.18</td>
<td>0.005</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td>-0.0005</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.02</td>
<td>-0.001</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.03</td>
<td>-0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.04</td>
<td>-0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.05</td>
<td>-0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.06</td>
<td>-0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.09</td>
<td></td>
</tr>
</tbody>
</table>

Model 2: Conventional reverse causation

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$z$</th>
<th>$\beta_2$</th>
<th>$\gamma$</th>
<th>$\gamma_a$</th>
<th>$\theta$</th>
<th>$\rho$</th>
<th>$z_s$</th>
<th>$\beta_{s2}$</th>
<th>$\gamma_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00169</td>
<td>0.01</td>
<td>1.06</td>
<td>0.005</td>
<td>0</td>
<td>2</td>
<td>0.0005</td>
<td>0.03</td>
<td>1.06</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>1.12</td>
<td>0.01</td>
<td>-0.0005</td>
<td>4</td>
<td>0.001</td>
<td>0.04</td>
<td>1.12</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>1.25</td>
<td>0.02</td>
<td>-0.001</td>
<td>8</td>
<td>0.002</td>
<td>0.05</td>
<td>1.25</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>1.5</td>
<td>0.03</td>
<td>-0.005</td>
<td>16</td>
<td>0.004</td>
<td>0.06</td>
<td>1.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>2</td>
<td>0.04</td>
<td>-0.01</td>
<td>32</td>
<td>0.008</td>
<td>0.07</td>
<td>2</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>2.5</td>
<td>0.05</td>
<td>-0.05</td>
<td>64</td>
<td>0.016</td>
<td>0.08</td>
<td>2.5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.06</td>
<td>-0.1</td>
<td>128</td>
<td>0.032</td>
<td>0.09</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.07</td>
<td>256</td>
<td>0.064</td>
<td>0.10</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>512</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Model 3: Modified reverse causation

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$\gamma$</th>
<th>$\theta$</th>
<th>$\rho$</th>
<th>$z_s$</th>
<th>$\beta_{s2}$</th>
<th>$\gamma_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00169</td>
<td>0.005</td>
<td>2</td>
<td>0.0005</td>
<td>0.03</td>
<td>1.06</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>0.01</td>
<td>4</td>
<td>0.001</td>
<td>0.04</td>
<td>1.12</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>8</td>
<td>0.002</td>
<td>0.05</td>
<td>1.25</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>0.03</td>
<td>16</td>
<td>0.004</td>
<td>0.06</td>
<td>1.5</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>0.04</td>
<td>32</td>
<td>0.008</td>
<td>0.07</td>
<td>2</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>64</td>
<td>0.016</td>
<td>0.08</td>
<td>2.5</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0.06</td>
<td>128</td>
<td>0.032</td>
<td>0.09</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>0.07</td>
<td>256</td>
<td>0.064</td>
<td>0.10</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>512</td>
<td>0.11</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
assessed for its “goodness of fit” to the target relationships (see “Testing ‘goodness of fit,’” below), and the best-fit combination is selected. In the model for Hypothesis #1, for example (the nutritional reserve explanation), there are 70 different possible combinations of parameter values to be assessed: one for each of 10 possible values of \( \gamma \) by 7 possible values of \( \gamma_a \). This model has relatively few parameter-value combinations to choose among because the model assumes that observed relationships are true relationships – and thus values for \( \mu, \beta_2, \beta_3 \), and \( z \) may be selected directly from the target relationships. In contrast, for the conventional reverse causation model (Hypothesis #2), there are 106,686,720 different combinations to be assessed. This is because that model has 10 parameters, rather than 6, and because almost none of the parameter values may be observed directly in data (since observed relationships can reflect multiple simultaneous causal processes). The model for Hypothesis #3 (modified reverse causation) lies in between, with 362,880 parameter-value combinations to assess.

**Testing “goodness of fit”**

For each model, each combination of parameter values is first assessed for its ability to explain a non-monotonic relationship between BMI and mortality. Specifically, a combination of values is rejected if, in the simulated population it produces, the mortality hazard ratio for weight category II relative to weight category I, averaged over ages 50-79, is > 1, or if the hazard ratio for weight category III relative to category I is < 1.1.
Next, for each model, all combinations satisfying the above constraint are ranked on how closely they match the three target relationships shown in Figures 3A.1, 3A.2, and 3A.3. One combination of values is considered to fit better than another if it yields a lower value of the distance measure, $D$, defined as follows (constructed in a form analogous to Pearson’s $\chi^2$ test statistic):

\[
D = \sum_{i=31}^{90} \frac{(OM_x - EM_x)^2}{EM_x} \\
+ 0.5 \left( \sum_{i=31}^{90} \frac{(OP_{II,x} - EP_{II,x})^2}{EP_{II,x}} + \sum_{i=31}^{90} \frac{(OP_{III,x} - EP_{III,x})^2}{EP_{III,x}} \right) \\
+ \left( \sum_{i=50}^{79} \frac{(OM_{II,x} - EM_{II,x})^2}{EM_{II,x}} + \sum_{i=50}^{79} \frac{(OM_{III,x} - EM_{III,x})^2}{EM_{III,x}} \right)
\]

where “$OM_x$” is the observed number of deaths at year $x$ in a population simulated using the combination of parameter values, and “$EM_x$” is the expected number of deaths, or the number of deaths that would occur in that population in that year if the simulated population still alive were subject to the target death rates; “$OP_{II,x}$” (or “$OP_{III,x}$”) is the observed percentage (between 0 and 100) of the simulated population in weight category II (or III) at year $x$, and “$EP_{II,x}$” (or “$EP_{III,x}$”) is 100 times the target proportion in that weight category at year $x$; “$OM_{II,x}$” (or “$OM_{III,x}$”) is the observed number of deaths at year $x$ in the simulated population in weight category II (or III), and “$EM_{II,x}$” (or “$EM_{III,x}$”) is the expected number, or the number of
deaths that would occur at that age in that weight category if death rates were equal to the target hazard ratio, multiplied by the simulation’s death rate in weight category I at year x.

In other words, the distance measure, $D$, may be used to assess how well a simulated population fits the target patterns of mortality by age (shown in Figure 3A.1), of weight-category distribution by age (Figure 3A.2), and of mortality hazard ratios by weight category (Figure 3A.3). These three criteria are all incorporated into the one distance measure. The component of this statistic for weight-category distribution by age (i.e., the second line, comparing observed to expected percentages of the population in each weight category) is multiplied by 0.5 so that, like the other two criteria, this one contributes an equivalent of 60 pieces of information (despite 60 years of observation from two different weight categories). The distance measure assesses death rates and weight-category distributions starting only at age 31, since, as mentioned in Chapter 3, simulated conditions at age 30 (i.e., the initial conditions for each simulation) are already matched to the target conditions at that age.
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