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Abstract

Subsurface pathways, such as abandoned oil and gas wells and faults, can serve as leakage pathways for CO$_2$, methane, brine, and other fluids. These pathways allow fluids from deep subsurface formations to migrate into shallow groundwater aquifers or to the atmosphere.

To estimate leakage rates and the associated pressure effects on adjacent aquifers, analytical models representing fluid flow in the vicinity of leaky faults are developed in Chapter 2. The incorporation of this kind of fault model in larger basin-wide multiscale models allows sub-grid-scale effects due to leakage through faults to be captured with improved efficiency. The corresponding multi-scale framework that accounts for vertical leakage to the overlying aquifer, and horizontal flows perpendicular and parallel to a fault within a grid block, is presented in Chapter 3.

In Chapter 4, first-of-a-kind direct measurements of methane fluxes from abandoned oil and gas (AOG) wells in Pennsylvania are reported. These measurements may bridge the current gap between top-down and bottom-up methane emission estimates. The mean methane flux at the 19 wells for which fluxes were measured is 0.27 kg/day/well, while the mean methane flux at the control locations near the measured wells is $4.5 \times 10^{-6}$ kg/day/location. All measured wells showed positive methane leakage. The presence of ethane, propane, and n-butane, along with the methane isotopic composition, indicate that the methane emitted from the measured wells is predominantly of thermogenic origin.

In Chapter 5, the number of AOG wells in Pennsylvania is estimated, based on historical records, and found to be in the range of 280,000 to 970,000. When the mean flux rate from the measured wells is applied to these estimated total number of wells in Pennsylvania, methane emissions are 4 to 13% of currently estimated annual statewide anthropogenic methane emissions. Three of the 19 measured wells are high emitters. Because these high emitters govern the average flux, more field
measurements are needed. Such measurement plans should be aimed at identifying attributes that aid in finding these high emitters. Leakage was found to occur at both plugged and unplugged wells. As such, existing well abandonment regulations in Pennsylvania do not appear to be effective in controlling methane emissions from AOG wells. As a mitigation strategy, inclusion of gases emitted from AOG wells in Pennsylvania’s Alternative Energy Portfolio Standard may be valuable for both promoting capture and possible use of the gas as well as for reporting and monitoring of these wells.
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Chapter 1

Introduction

Subsurface pathways, such as abandoned oil and gas wells and faults, can serve as leakage pathways for \( \text{CO}_2 \), methane, brine, and other fluids. These pathways allow fluids from deep subsurface formations to migrate into shallow groundwater aquifers or to the atmosphere. Abandoned oil and gas wells and conductive faults in geologic formations serve as leakage pathways for fluids which would otherwise remain trapped beneath low-permeability layers. Fluids of concern in this dissertation are the greenhouse gases (GHGs), \( \text{CO}_2 \) and methane, and brine which is present in deep subsurface formations. Leaky faults and abandoned wells must be considered in many engineering activities such as geologic sequestration of \( \text{CO}_2 \) [51, 46, 68], deep well injection of hazardous and radioactive wastes [82, 83, 10], underground natural gas storage [27, 14], and oil and gas exploration and production [42, 29]. To understand the leakage potential and to reduce leakage, model development, field measurements, and governmental and regulatory policies are needed.
1.1 CO$_2$ and methane

1.1.1 Contribution to climate change and mitigation potential

CO$_2$ and methane are well-mixed greenhouse gases (GHGs) that greatly contribute to positive radiative forcing, which leads to global surface warming and climate change [35]. Radiative forcing represents the change in energy fluxes caused by changes in anthropogenic and natural drivers and is one of the metrics used to determine the relative contribution of an emitted compound to surface warming. The contributions to radiative forcing from anthropogenic emissions of CO$_2$ and methane are 1.68 W m$^{-2}$ and 0.97 W m$^{-2}$ respectively for 2011 relative to 1750 [35]. CO$_2$ is the dominant greenhouse gas and mitigation strategies aimed at CO$_2$ emission reductions are needed to limit climate change and its impacts [66, 34, 35]. Methane is a strong GHG with a global warming potential (GWP) 86 times greater than CO$_2$ in a 20-year time frame [35]. As a result, mitigating methane emissions can significantly limit climate change in the near term [79], while we wait for CO$_2$ emissions reduction strategies to be implemented.

Available technologies for reducing CO$_2$ emissions can be broadly categorized as CO$_2$ capture and storage (CCS), energy efficiency and conservation, renewable electricity and fuels (e.g. solar and wind), nuclear fission, and forests and agricultural soils [66]. To stabilize atmospheric concentrations of CO$_2$ at current levels of 399 ppmv (as of March 2014), we need to deploy mitigation strategies that can reduce emissions of carbon by more than 9 billion tons per year. This requires the deployment of multiple available mitigation strategies, which include CCS. The International Energy Agency (IEA)’s technology roadmap specifies a goal of at least 30 successful CCS demonstration projects by 2020 [36]. There are 4 projects operational as of 2013 [36]. Additional policies and incentives are needed to reach IEA’s goal for CCS.
Given the many co-benefits of mitigating methane emissions, including air quality and agricultural productivity and the value of methane as an energy source, there are many low-cost opportunities to reduce methane emissions [79]. In fact, five out of the eight low-cost measures for reducing short-lived climate forcers (e.g. methane, tropospheric ozone and black carbon) are related to methane [84]. Three of these measures are related to the oil and gas industry: recovery and utilization of vented gas in oil production, reduced leakage during gas pipeline transmission, and recovery and utilization of vented gas in oil production.

CO$_2$ and methane emissions are driven mainly by anthropogenic activities, primarily from the fossil fuel industry [35]. World energy consumption is expected to continue to grow, reaching over 800 quadrillion Btu by 2040 [85], with much of the demand being met by fossil fuels. With current regulations and policies, CO$_2$ emissions will grow by 45% by 2040, relative to 2010 [85]. Meanwhile, the need and urgency to reduce GHG emissions are becoming increasingly important. With the continued growth and development of the oil and gas industry, it is important to look to this industry for additional low-cost mitigation strategies.

1.1.2 Fluid properties

The fluids of primary concern in this dissertation are carbon dioxide, methane, and brine. The relevant properties of these fluids are listed in Table 1.1. The properties are presented in terms of pressure and temperature conditions found at the ground surface and in “shallow formations” (1 km deep) following ref. [57]. Shallow formations are considered in the context of two different kinds of basins: cold and warm basins. A cold basin is defined to have a surface temperature of 10°C and a geothermal gradient of 25°C/km. A warm basin is defined to have a surface temperature of 20°C and a geothermal gradient of 45°C/km. The pressure gradient is assumed to be 10.5 MPa/km. At the ground surface, water is assumed to be fresh; in formations 1 km
below ground, the resident water is likely to be saline. Table 1.1 shows that in all three cases, CO$_2$ and methane are significantly lighter and less viscous than water and brine, with methane being lighter and less viscous than CO$_2$.

Table 1.1: Properties of CO$_2$, methane, and water/brine at the ground surface and in “shallow formations” (1 km deep). Two types of shallow formations are considered: cold and warm basins. Data are from ref. [57] and www.peacesoftware.de.

<table>
<thead>
<tr>
<th></th>
<th>Compound</th>
<th>Ground Surface</th>
<th>Cold Basin</th>
<th>Warm Basin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Densities (kg/m$^3$)</td>
<td>Methane</td>
<td>0.66</td>
<td>76</td>
<td>66</td>
</tr>
<tr>
<td></td>
<td>CO$_2$</td>
<td>1.8</td>
<td>714</td>
<td>307</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>1000</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Brine*</td>
<td></td>
<td>1012 - 1230</td>
<td>998 - 1210</td>
</tr>
<tr>
<td>Viscosities (mPa s)</td>
<td>Methane</td>
<td>0.010</td>
<td>0.014</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td>CO$_2$</td>
<td>0.015</td>
<td>0.0577</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>Water</td>
<td>1.002</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Brine*</td>
<td></td>
<td>0.795 - 1.58</td>
<td>0.491 - 0.883</td>
</tr>
</tbody>
</table>

*Salinities from 0.02 to 0.3, measured in mole fractions

Given their fluid properties, methane and CO$_2$ will migrate upward from geologic formations saturated with water or brine due to buoyancy (Table 1.1). In contrast, brine is denser than freshwater and will require significant pressure gradients to promote its leakage into shallower formations. Nonetheless, leakage rates of methane and CO$_2$ are influenced by the presence and flow of brine and its properties.

## 1.2 Subsurface leakage pathways

Abandoned oil and gas wells and conductive faults can extend over multiple sedimentary layers connecting deeper formations to groundwater aquifers and to the surface (Figure 1.1). Sedimentary basins are typically composed of lower permeability layers such as shales and higher permeability layers such as sandstone [70, 57]. Oil and gas reservoirs are the results of oil and gas migrating upwards from the source rock and being collected under low-permeability layers, also known as caprocks (hatched layers in Figure 1.1). Oil and gas wells are drilled through these caprocks and if improperly
abandoned, can compromise the ability of the caprocks to keep fluids from migrating upwards. Faults are the results of movements in the earth, which change the properties of the rock in the affected zone. The resulting properties of faults are variable and faults can act as a barrier, a conduit, or a barrier-conduit system for subsurface flow. As shown in Figure 1.1, faults can extend through multiple layers and can also compromise the ability of caprocks to keep fluids from migrating upwards. Depending on the permeability and extent/geometry of abandoned oil and gas wells and faults, these wells and faults can be a significant pathway for vertical migration of fluids. This is especially true for methane and CO$_2$, which are generally much less dense than the resident fluids (i.e. brine/water).

Figure 1.1: Schematic of CO$_2$ injection, migration, and interaction with faults and existing (abandoned and producing) oil and gas wells (adapted from ref. [25]).
Within the context of CCS, specifically geologic storage of CO$_2$, the presence of abandoned wells and faults poses a risk of leakage. To understand this risk, basin-scale models of CO$_2$ and brine flow that cover areas in the order of $10^5$ km$^2$ are needed [90]. In these basin-scale models, abandoned wells and faults are relatively small-scale features and their representation requires large computational resources or an alternate approach to represent the local-scale effects. An alternate approach is to use a multi-scale model in which the local-scale effects are captured using an analytical model within a coarser-scale numerical model. This strategy is taken in ref. [24] to represent leaky abandoned wells. A similar strategy can be employed for faults but requires the additional consideration of along-fault flows. Accurate representation of these local-scale effects are important since they govern the leakage rate, which is a function of the properties of the aquifer, the leakage pathway, and the fluids and the boundary conditions driven by the coarse-scale model.

1.3 Abandoned oil and gas wells

The number of oil and gas wells in the U.S. and in other oil and gas producing regions is highly uncertain. For the U.S., ref. [11] estimates that there are 3 million abandoned wells. In Pennsylvania, where the first commercial oil well was drilled in 1859, estimates range from 300,000 to 500,000 but may be up to 970,000 (as discussed in Chapter 5). In Alberta, there is an estimated 315,000 abandoned wells [87]. Similar numbers of wells are expected in states with long histories of oil and gas production such as California, Colorado, and Texas.

Although abandoned oil and gas wells have been studied as a leakage risk for geologic storage of CO$_2$ [58, 56, 57], there has been limited research on the potential of these wells to emit methane. Oil and gas wells are abandoned when they no longer produce economical amounts of oil and/or gas. Oil and gas, including methane
and other gases, continue to exist in the formations, even after the wells have been abandoned. Depending on how the wells were abandoned, these fluids, especially buoyant gases, will migrate from these formations to overlying groundwater aquifers and to the surface. Previous to the work presented in Chapter 4, there were no empirical studies on the amount of leakage along these wells.

Abandonment procedures for oil and gas wells have been motivated mainly by oil and gas resource conservation and protection, and groundwater protection. Therefore, the main abandonment strategy is plugging, which typically involves zonal isolation, whereby formations from which leakage can occur (i.e. oil and gas reservoirs) are isolated from formations that should be protected (i.e. groundwater aquifers). While regulations exist for abandonment procedures and protocols, there is no regulation to address methane emissions from abandoned oil and gas wells. This is not surprising since methane emissions from these wells are not included in any emissions inventories [11], and the implied assumption in abandonment regulations is that leakage will not occur. The result is a lack of information to quantify methane emissions from these wells, which depend on the number of wells and the methane emissions per well. Both of these are uncertain, which makes evaluating the effectiveness of any emissions reduction strategies difficult.

1.4 Overview of chapters

The modeling, measurement, and policy options for subsurface leakage pathways, specifically abandoned oil and gas wells and faults, are presented in this dissertation. These models, empirical field studies, and policies provide the necessary scientific information to determine the significance of these leakage pathways and to develop and implement effective carbon mitigation strategies and policies.
Chapters 2, 4, and 5 have been published or will be submitted for publication in a peer-reviewed journal. Chapter 3 will be published once additional model verification and validation are performed.

In Chapter 2, a model for single- and two-phase leakage through faults considering vertical flow effects and fault properties is presented in the context of geologic storage of CO$_2$. This work was done in conjunction with Jan M. Nordbotten, Florian Doster, and Michael A. Celia, who are the co-authors of the corresponding paper published in *Water Resources Research*.

In Chapter 3, a multi-scale framework is presented. This multi-scale model uses solutions derived in Chapter 2 as fine-scale representations for single- and two-phase leakage through faults. This work was done in conjunction with Jan M. Nordbotten and Michael A. Celia, and was presented at the Society of Industrial and Applied Mathematics Geoscience Conference, Padova, Italy, June 17-20, 2013.

In Chapter 4, first direct field measurements of methane leakage from abandoned oil and gas wells in Pennsylvania are presented, along with measurements of other hydrocarbons and carbon isotopes of methane to gain insight into the source of the emitted methane. This work was done with 4 different research groups at Princeton University and the following collaborators are co-authors of the corresponding paper: Cynthia Kanno, Matthew C. Reid, Xin Zhang, Denise L Mauzerall, Michael A. Celia, Yuheng Chen, and Tullis C. Onstott. Some of the material in this chapter has been presented at the American Geophysical Union, Fall Meeting, San Francisco, CA, December 9-13, 2013.

In Chapter 5, policies for abandoned oil and gas wells, specifically relating to improving methane emission estimates and developing and implementing mitigation strategies, are presented in the context of Pennsylvania. The co-authors of this work are Denise L. Mauzerall and Michael A. Celia.

Concluding remarks are presented in Chapter 6.
Chapter 2

Analytical solutions for two-phase subsurface flow to a leaky fault considering vertical flow effects and fault properties

2.1 Introduction

Conductive faults in geologic formations serve as leakage pathways for fluids which would otherwise remain trapped beneath low-permeability layers. To estimate leakage and the associated pressure effects on adjacent aquifers, flow in and around faults must be modeled.

Computational efficiency of the modeling tool is important, especially if we consider leaky faults in the context of basin-scale representations [24, 90] or the need to perform risk analysis [12, 55]. One approach to achieve computational efficiency in basin-scale models is to employ analytical models locally, in the vicinity of the fault, within a multi-scale model. The multi-scale model in consideration here consists
of a two-dimensional (2-D) vertically-integrated numerical model at the coarse-scale and various analytical or empirical representations at the fine-scale. Steady-state analytical methods have been successfully employed as sub-grid-scale representations of producing oil and gas wells [67] and CO₂ and brine leakage through abandoned wells [24] in reservoir or basin-scale numerical simulations. Similar to wells, faults are relatively small-scale features in basin-scale numerical models. However, in a 2-D vertically-integrated space, faults are linear features that can extend over multiple grid blocks in the horizontal direction. This is in contrast to abandoned wells that can be viewed as point features in a 2-D domain. Therefore, a multi-scale model in basins containing faults requires methods to represent sub-grid-scale (local-scale) processes and to handle inter-grid-block fluid transport. Within a numerical domain of rectangular grid blocks, flows associated with faults, both within a grid block and between grid blocks, can be viewed as a combination of flows perpendicular and parallel to the fault. Accurate and efficient representation of the local scale flow within a grid block, perpendicular to the fault, is the primary motivation for the analytical solutions and fault representations developed here.

Analytical models designed for leakage through fractures, faults, and other planar features have been developed assuming vertical equilibrium [71, 86]. Vertical equilibrium conditions exist when vertical dynamics occur quickly such that vertical flows are equilibrated and horizontal flows dominate. The assumption of vertical equilibrium, also referred to as the Dupuit assumption, is commonly used to reduce the dimensions of problems describing flow through porous media [9, 33, 57]. Applicability of the vertical equilibrium assumption has been explored based on numerical simulations [15, 16] as well as analysis of the governing equations [59]. Perturbation analysis has also been used to develop criteria to determine when the vertical equilibrium assumption is valid [88, 44, 19]. According to these criteria, vertical equilibrium solutions are
valid for isotropic or mildly anisotropic aquifers with characteristic vertical lengths that are small relative to characteristic horizontal lengths.

Aquifers in sedimentary basins tend to be anisotropic with vertical permeabilities that are smaller than horizontal permeabilities. Scenarios where vertical equilibrium is not achieved are possible, especially adjacent to a leakage pathway, where vertical flows associated with leakage can drive significant vertical flows in the vicinity of the leakage feature. To address this, ref. [56] improved the analytical solution for upconing around a well by imposing a linear structure to the vertical flow field, thereby relaxing the vertical equilibrium assumption. This solution is not directly applicable to faults due to the difference in geometry (i.e. radial versus Cartesian). Furthermore, only aquifer properties were explicitly considered and variations due to different wellbore properties were not considered.

Fault properties, such as fault permeability, fault width, and anisotropy in the fault permeability, have been shown to affect groundwater (single-phase) flow field in the adjacent aquifer [28, 78, 4, 5, 89]. In petroleum reservoir modeling, faults are commonly defined either implicitly by modifying properties of the surrounding grid blocks, or explicitly as a volume of porous medium. The conventional approach in production simulation models is to implicitly represent the effect of faults on fluid flow using transmissibility multipliers based on empirical estimates of fault permeability and thickness [50, 49, 23].

In this paper, fault properties and vertical flow effects are incorporated into a vertically-integrated two-phase flow model and steady-state analytical solutions are derived for single- and two-phase flow adjacent to a conductive fault. Numerical simulations are performed to establish a relationship between fault properties and flow to a fault in an aquifer. The steady-state solutions and the fault model are mainly designed for future integration into a basin-wide multi-scale model, in which the coarse scale is a 2-D vertically-integrated numerical model. Note that these 2-
D vertically-integrated numerical models can be stacked to represent the vertical sequence of aquifer-aquitard systems [60]. In section 2.2, the problem of leakage through a fault and the associated flow in a single confined aquifer is defined. In section 2.3, general equations for two-phase flow and the representation of vertical flow effects are presented. The time derivative is included in these general equations for completeness. In section 2.4, steady-state analytical solutions are derived for single- and two-phase leakage through a fault. In section 2.5, a fault model that relates fault properties to inputs of the analytical solutions is proposed and the effects of fault properties are explored through comparisons of the analytical and numerical solutions. In sections 2.4 and 2.5, we study the role of vertical flow effects and fault properties by comparing plume shapes. Finally, concluding remarks are provided in section 2.6.

### 2.2 Problem definition: leakage through faults

Although leakage through faults is a general problem with applications in many different engineering disciplines, we develop our problem here in the context of geologic storage of CO₂ in saline aquifers. Therefore, the two fluids of concern are CO₂ and brine. Values for parameters in illustrative examples throughout the paper are based on ref. [8] and are summarized in Table 2.1. CO₂ and brine properties are calculated from pressures, temperatures, and salinities at conditions typical of CO₂ injection in North America. We consider a relatively deep (3000 m) aquifer, with a surface temperature of 10°C, a geothermal gradient of 25°C per kilometer, and a salinity of about 0.2 mole fraction.

A single conductive fault zone in a horizontal confined homogeneous and anisotropic aquifer is conceptualized as shown in Figure 2.1. Leaky faults can be conceptualized as consisting of a low-conductivity (i.e. low-permeability) core that
Table 2.1: Aquifer and fluid properties.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO(_2) density, (\hat{\rho}_l)</td>
<td>733 kg/m(^3)</td>
</tr>
<tr>
<td>Brine density, (\hat{\rho}_d)</td>
<td>1099 kg/m(^3)</td>
</tr>
<tr>
<td>CO(_2) viscosity, (\hat{\mu}_l)</td>
<td>0.0611 mPa s</td>
</tr>
<tr>
<td>Brine viscosity, (\hat{\mu}_d)</td>
<td>0.511 mPa s</td>
</tr>
<tr>
<td>Aquifer thickness, (\hat{H})</td>
<td>5 m</td>
</tr>
<tr>
<td>CO(_2) thickness at the outer boundary, (\hat{h}_0)</td>
<td>1.25 m</td>
</tr>
</tbody>
</table>

Figure 2.1: A schematic of a vertical cross-section of an aquifer (white area) containing a fault (gray area). A gray line is used to represent the fluid-fluid interface given leakage through the fault. Note that leakage leaving the aquifer through the fault is defined to be negative.

prevents flow horizontally across the fault, surrounded by two high-conductivity (i.e. high-permeability) damage zones that permit flow vertically along the fault [21]. This highly conductive damage zone poses a risk of leakage when it extends into overlying aquifers. This damage zone is referred to here as “the fault zone” or simply “the fault” and is depicted as the gray area in Figure 2.1. The low conductivity core is represented as a no flow boundary. We seek to represent one fault zone and the adjacent aquifer in this paper. Within a multi-scale framework, a different grid block can be used to represent the fault zone and the corresponding aquifer region lying on the opposite side of the fault core. In addition, the no-flow assumption for the fault core can be relaxed in a multi-scale model.

Given typical aquifer thicknesses that are small relative to the vertical extent of the fault, the fault is viewed as fully-penetrating and vertical within the aquifer. The
fully-penetrating vertical fault zone has a finite width, \( \hat{W}_f \), and finite permeabilities parallel, \( \hat{k}_{zf} \), and perpendicular, \( \hat{k}_{xf} \), to the fault. (We assume here the \( \hat{k}_{yf} \) is in the same order of magnitude as \( \hat{k}_{xf} \) and \( \hat{k}_{zf} \).) (Note that dimensional variables are denoted by a hat.) Permeabilities of conductive faults can be several orders of magnitude larger than the aquifer [78]. In this paper, we focus on the \( \hat{x} \)- and \( \hat{z} \)-directions and conditions when \( \min(\hat{k}_{xf}, \hat{k}_{zf}) \geq \max(\hat{k}_x, \hat{k}_z) \), where \( \hat{k}_x \) and \( \hat{k}_z \) are the horizontal and vertical permeabilities of the aquifer.

We assume that changes in fault or aquifer properties and the impact of boundary conditions in the \( \hat{y} \)-direction (into the page in Figure 2.1) are small for the domain in consideration. The presence of a conductive fault zone naturally orients the flow in the aquifer to be perpendicular to the fault, following the Tangent Law [57], and thus, the predominant horizontal flow direction in the aquifer is assumed to be in the \( \hat{x} \)-direction. The permeabilities in the fault are anisotropic with \( \hat{k}_{zf} \) equaling or exceeding \( \hat{k}_{xf} \), and the fault anisotropy ratio, \( m = \hat{k}_{zf}/\hat{k}_{xf} \), is equal to or greater than one. This is in contrast to aquifer permeabilities, which are typically larger in the horizontal direction than in the vertical direction. The presence of a low conductivity core and large and anisotropic fault permeabilities promotes predominantly vertical flow in the fault.

In the confined aquifer adjacent to the fault, the two fluids are assumed to be separated by a sharp interface, as shown in Figure 2.1. This corresponds to strong buoyancy and a negligible capillary transition zone. For many problems related to geologic sequestration of CO₂, fluid segregation due to buoyancy will occur in the order of years to tens of years [16]. Given a 50-year injection period, which is typical for geologic sequestration, density segregation can generally be assumed in post-injection leakage scenarios but also during injection in many cases. The sharp interface separating the fluid regions is defined to be at \( \hat{z} = \hat{h}(\hat{x}, \hat{y}, \hat{t}) \), where \( \hat{t} \) is time. The interface shape and location will evolve over the post-injection period. Local steady-state so-
lutions, adjacent to the fault, as derived in this paper, can be used as derived or can be used to capture transient behavior using the method of successive steady-states [9]. Within a multi-scale model, a new “steady-state” solution would be employed at every time step of the coarse-scale numerical model, driven by transient changes in the coarse-scale model.

The confined aquifer has a uniform finite thickness, $\hat{H}$, and extends over a finite horizontal length, $\hat{L}_a$. Typical thicknesses of formations in which CO$_2$ injection is being considered, such as the Mt. Simon formation [90], can vary from a few meters to hundreds of meters. In this paper, the length of the aquifer is chosen to be 5.2 times greater than the aquifer thickness of 5 m. Using this same ratio for a 100 m thick aquifer, the horizontal extent would be 520 m, which is in the range of typical lengths for grid block sides in basin-scale models. Within a multi-scale model, the dimensions of the grid block can be used to define $\hat{L}_a$, which should be sufficiently large to capture the flow field in the region significantly affected by a leaky fault and more importantly, the region where vertical flows are significant. The domain in the $\hat{y}$-direction is assumed to be sufficiently small and CO$_2$ injection is assumed to occur at a sufficient distance away from the fault such that variations in the $\hat{y}$-direction caused by the radial nature of the injection are negligible. Therefore, the fault and aquifer permeabilities in the $\hat{y}$-direction are not explicitly considered in the local solution (although they would be included in the coarse-scale model). The main objective here is to represent local-scale horizontal flow perpendicular to the fault ($\hat{x}$-direction) in the aquifer for inclusion in a multi-scale model. The idea is to have variations along the fault in the $\hat{y}$-direction captured in the multi-scale model as a combination of sub-grid-scale and inter-grid-scale representations [20]. With $\frac{\partial \hat{h}}{\partial \hat{y}} = 0$ in the local-scale model, vertical integration of horizontal flows throughout the thickness of the aquifer yields a flow system described by one-dimensional partial differential equations, which can be solved for $\hat{h} = \hat{h}(\hat{x}, \hat{t})$.  
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The location where the fault meets the aquifer is at $\hat{x} = \hat{x}_{inner}$. At this location, the CO$_2$ thickness, $\hat{h}_{inner}$, is expected to be at a minimum given leakage of CO$_2$ or CO$_2$ and brine. For both single- and two-phase leakage conditions, $\hat{h}_{inner}$ is allowed to vary from 0 to the thickness of the CO$_2$ plume at the outer boundary. This is in contrast to ref. [56] where $\hat{h}_{inner}$ is assumed to be zero for all two-phase leakage conditions. In this work, we found this assumption to be invalid, and instead, $\hat{h}_{inner}$ is found to be a function of aquifer and fault properties. At the outer boundary located at $\hat{x} = \hat{x}_{outer}$, CO$_2$ occupies the top portion of the formation corresponding to a thickness of $\hat{h}_0 = \hat{h}(\hat{x}_{outer})$, while the remaining $\hat{H} - \hat{h}_0$ is saturated with brine. Within a multi-scale model, this outer boundary would be defined by the fluid distribution in the adjacent grid block. Vertical equilibrium would be assumed in this adjacent grid block since the coarse-scale model is a 2-D vertically-integrated model. Furthermore, a sharp interface between the two fluids is assumed to be established in the adjacent grid block.

Leakage of one or both fluid phases is defined as any fluid that arrives at $\hat{x}_{inner}$ and enters the fault. Since the local-scale domain does not extend above the top of the aquifer, fluid(s) leaving the top of the fault are assumed to continue flowing upward in the fault model. The influence of overlying aquifers can be captured if the aquifer-fault system modeled here exists in a multi-layer system of aquifers and aquitards [60]. Specifically, the pressure difference in the fault between the bottom of the overlying aquifer and the top of the source aquifer can be used to obtain $\hat{Q}_{fault}$ [L$^2$T$^{-1}$], defined as the total leakage out of the fault zone at the top of the fault per unit horizontal length in the $\hat{y}$-direction [24]. $\hat{Q}_{fault}$ is comprised of one or two fluid(s) and in the case of two-phase leakage, it is important to determine the proportion of $\hat{Q}_{fault}$ represented by each fluid. At steady-state conditions, there is no accumulation
in the fault zone and the proportion of leakage for each fluid, $\alpha$, is given as

$$Q'_\alpha = \frac{\int_0^H \hat{q}_\alpha d\hat{z}}{\hat{Q}_{\text{fault}}} = \frac{\int \hat{W}_f \hat{q}_{\alpha, z} |_{\text{top}} d\hat{x}}{\hat{Q}_{\text{fault}}} = \frac{\hat{Q}_\alpha}{\sum \hat{Q}_\alpha},$$  \quad (2.1)$$

where $\hat{q}_\alpha$ [LT$^{-1}$] is the horizontal flux of fluid $\alpha$ in the aquifer, $\hat{q}_{\alpha, z} |_{\text{top}}$ [LT$^{-1}$] is the vertical flux of fluid $\alpha$ in the fault at the top of the fault ($\hat{z} = 0$), $\hat{Q}_\alpha$ [L$^2$T$^{-1}$] is the total leakage of fluid $\alpha$, and $\alpha$ is equal to $d$ for the denser fluid and $l$ for the lighter fluid. The horizontal flux, $\hat{q}_\alpha$, describes flows perpendicular to the fault and parallel to the horizontal top and bottom of the aquifer. Positive $\hat{q}_\alpha$ values indicate flux from the fault to the right and into the aquifer (i.e. injection) and negative $\hat{q}_\alpha$ values correspond to flux into the fault from the aquifer (i.e. leakage/extraction). $\hat{Q}_{\text{fault}}$ follows the same sign convention as $\hat{q}_\alpha$. For example, the leakage, $\hat{Q}_{\text{fault}}$, leaving the system as shown in Figure 2.1 is a negative number. In this paper, we consider situations when $0 < \hat{h}_0 < \hat{H}$ with (1) single-phase leakage of the lighter fluid (CO$_2$) only ($Q'_d = 0$), and (2) two-phase leakage of both the lighter (CO$_2$) and denser (brine) fluids ($0 < Q'_d < 1$).

### 2.3 General equations

Although steady-state solutions will be based on one-dimensional representations, we begin with the full three-dimensional equations to review the assumptions made. Two-phase flow through porous media assuming negligible capillary pressure can be represented using the multiphase extension of Darcy’s Law, defined as

$$\hat{q}_\alpha(\hat{x}, \hat{y}, \hat{z}, \hat{t}) = -\hat{\lambda}_\alpha \hat{k} \cdot (\nabla \hat{p} + \hat{\rho}_\alpha \hat{g} \nabla \hat{z}), \quad (2.2)$$

where $\hat{q}_\alpha$ [ML$^{-3}$] is the Darcy flux for each fluid, $\hat{k}$ [L$^2$] is the intrinsic permeability tensor, $\hat{\lambda}_\alpha = k_{\text{rel,} \alpha}/\mu_\alpha$ [M$^{-1}$LT] is the mobility tensor of each fluid, $k_{\text{rel,} \alpha}$ [-] is the
relative permeability tensor of each fluid, $\hat{\mu}_\alpha$ [ML$^{-1}$T$^{-1}$] is the viscosity of each fluid, $\hat{p}$ [ML$^{-1}$T$^{-2}$] is the pressure of both fluids, $\hat{\rho}_\alpha$ [ML$^{-3}$] is the density of each fluid, and $\hat{g}$ [LT$^{-2}$] is the gravity acceleration.

Mass conservation of each fluid in the porous medium is given by

$$\frac{\partial (\phi \hat{\rho}_\alpha s_\alpha)}{\partial t} + \nabla \cdot (\hat{\rho}_\alpha \hat{q}_\alpha) = \hat{\rho}_\alpha \hat{F}_\alpha, \quad (2.3)$$

where $\phi$ [-] is the porosity, $s_\alpha$ [-] is the saturation, and $\hat{F}_\alpha$ [T$^{-1}$] is the source/sink term.

In section 2.3.1, the spatial dimensions of equations (2.2) and (2.3) are reduced using vertical integration and neglecting variations in the $y$-direction (see discussion in section 2.2). Next, characteristic scales are defined and the governing equations are expressed in dimensionless form in section 2.3.2. In section 2.3.3, vertical flow effects and a structured representation of vertical flow, introduced in ref. [56], is reviewed and included in the pressure and mass balance equations. The result is a set of governing equations that include vertical flow effects. The equations are especially valuable in leakage scenarios but are applicable to any situation where vertical flow effects are significant and a linearly structured representation of the vertical flow field is suitable.

### 2.3.1 Reduction of dimensionality

To reduce the spatial dimensions of equations (2.2) and (2.3), vertical equilibrium and a sharp interface can be assumed and vertical integration can be applied [57]. The resulting 2-D partial differential equations (PDEs) can be solved for the interface location, $\hat{h} = \hat{h}(\hat{x}, \hat{y}, \hat{t})$. We neglect variations in the $y$-direction (i.e. $\frac{\partial \hat{h}}{\partial \hat{y}} = 0$), for reasons stated in section 2.2, to obtain a set of 1-D PDEs for $\hat{h} = \hat{h}(\hat{x}, \hat{t})$. For horizontal homogeneous confined aquifers with thickness, $\hat{H}$, the integrated equations
have the following form,

\[ \phi \frac{\partial \hat{h}}{\partial \hat{t}} + \frac{\partial}{\partial \hat{x}} \left( \int_0^\hat{h} \hat{q}_l d\hat{z} \right) = 0, \quad (2.4) \]

\[ -\phi \frac{\partial \hat{h}}{\partial \hat{t}} + \frac{\partial}{\partial \hat{x}} \left( \int_{\hat{h}}^\hat{H} \hat{q}_d d\hat{z} \right) = 0 \quad (2.5) \]

for the lighter, \( l \), and denser, \( d \), fluids, respectively. In equations (2.4) and (2.5), incompressible fluids and solids, no residual saturation of either fluids, and no source/sink terms are assumed. The fluid viscosities and densities and the aquifer properties are assumed to be uniform in space and constant in time.

We assume that the principal axes of the permeability tensor are in line with the coordinate axes. Thus, the horizontal flux, \( \hat{q}_\alpha \), away from the fault in the \( \hat{x} \)-direction is

\[ \hat{q}_\alpha(\hat{x}, \hat{z}, \hat{t}) = -\hat{\lambda}_\alpha \hat{k}_x \left( \frac{\partial \hat{p}}{\partial \hat{x}} \right)_\alpha, \quad (2.6) \]

where \( \hat{\lambda}_\alpha = k_{rel,\alpha}/\hat{\mu}_\alpha \) [\( M^{-1}LT^{-1} \)], \( \hat{k}_x \) is the horizontal permeability [\( L^2 \)], and \( (\frac{\partial \hat{p}}{\partial \hat{x}})_\alpha \) is the horizontal pressure gradient in each fluid region. We assume here that the \( \hat{x} \)- and \( \hat{z} \)-axes are aligned with the principle directions. Given a sharp interface, \( k_{rel,\alpha} = 1 \) since we assume that fluids have been segregated by gravity into two zones that are fully saturated with one fluid [9].

### 2.3.2 Dimensionless equations

To rewrite equations (2.4), (2.5), and (2.6) in dimensionless form, the independent variables are scaled as follows

\[ x = \frac{\hat{x}}{L_a}, \quad z = \frac{\hat{z}}{H}, \quad t = \frac{\hat{t}}{(\phi H L_a/Q_{fault})}. \quad (2.7) \]
The horizontal characteristic length scale is determined by the extent of the aquifer, \( \hat{L}_a \). The vertical characteristic length scale is chosen to be \( \hat{H} \). The dimensionless dependent variables are defined as

\[
p(x, z, t) = \frac{\hat{p}(\hat{x}, \hat{z}, \hat{t})}{(\hat{\rho}_d - \hat{\rho}_l) \hat{g} \hat{H}}, \quad h(x, z, t) = \frac{\hat{h}(\hat{x}, \hat{z}, \hat{t})}{\hat{H}}, \quad q(x, z, t) = \frac{\hat{H} \hat{q}_\alpha}{\hat{Q}_{	ext{fault}}}. \tag{2.8}
\]

For pressure, the characteristic scale is defined based on buoyancy effects. The characteristic scale for the thickness of the lighter fluid, \( h \), is chosen to be \( \hat{H} \). The remaining dimensionless groups are

\[
\lambda = \frac{\hat{\lambda}_l}{\hat{\lambda}_d}, \quad \rho_\alpha = \frac{\hat{\rho}_\alpha}{(\hat{\rho}_d - \hat{\rho}_l)}, \quad \Gamma = \frac{\delta \hat{k}_x \hat{\rho}_d (\hat{\rho}_d - \hat{\rho}_l) \hat{g} \hat{H} \hat{Q}_{	ext{fault}}}{\hat{Q}_{	ext{fault}}}, \tag{2.9}
\]

where \( \delta = \hat{H}/\hat{L}_a \), \( \lambda \) is the mobility ratio, \( \rho_\alpha \) is the density of fluid \( \alpha \) normalized by the density difference between the two fluids, and \( \Gamma \) is the ratio of buoyancy to viscous forces scaled by \( \delta \). Note that \( \Gamma \) is defined here with respect to the denser fluid.

Based on equations (2.7), (2.8), and (2.9), the dimensionless forms of equations (2.4) and (2.5) are

\[
\frac{\partial h}{\partial t} = -\frac{\partial}{\partial x} \left( \int_0^h q_{\text{d}} dz \right), \tag{2.10}
\]
\[
\frac{\partial h}{\partial t} = \frac{\partial}{\partial x} \left( \int_0^h q_{\text{d}} dz \right), \tag{2.11}
\]

where

\[
q_{\text{d}} = -\Gamma \left( \frac{\partial p}{\partial x} \right)_d, \tag{2.12}
\]
\[
q_{\text{l}} = -\Gamma \lambda \left( \frac{\partial p}{\partial x} \right)_l. \tag{2.13}
\]
2.3.3 Vertical flow effects

The vertical equilibrium assumption has been shown to be reasonable when $R_L > 10$ [44] and/or when $R_L^2 \gg 1$ [88], where $R_L = \left(\delta \sqrt{k'}\right)^{-1}$ and $k' = \hat{k}_x/\hat{k}_z$. This implies that vertical flow effects can be important if the horizontal length scale is not sufficiently larger than the vertical length scale and/or if $\hat{k}_x \gg \hat{k}_z$. Sedimentary basins are typically horizontally stratified with horizontal permeabilities that are 1 or 2 orders of magnitude greater than vertical permeabilities. In addition, since a finite-length aquifer representing a portion of a plume is considered, the horizontal length scale may not be sufficiently larger than the vertical length scale depending on the discretization of the domain. Therefore, the vertical equilibrium assumption can be invalid and vertical flow effects may need to be considered. This is especially true in the vicinity of leakage pathways.

If $R_L$ is sufficiently small, vertical flows may be important and the vertical equilibrium assumption inherent in the derivation of the 2-D vertically-integrated equations needs to be relaxed. Numerical simulations have shown that a linear structure with maximum vertical fluxes at the interface and no vertical flux at the top is a good approximation for $q_{z,\alpha}$ [56]. In that work, the vertical flux structure becomes slightly nonlinear closer to the well in the denser fluid only. However, this is where the magnitude of the vertical flux, $q_z^d|_{h(x,0)}$, is the greatest and any difference between the linear approximation and the numerically-obtained vertical flow structure is relatively small. A linear structure is the lowest-order interpolation between the two vertical fluxes. More complex structures can be employed but typically require the definition of additional parameters, which are difficult to quantify. Therefore, to account for vertical flow effects, we employ the lowest-order interpolation between no vertical flux at the top and bottom boundaries and the vertical flux at the interface to represent the vertical flux field in the $z$-component of equation (2.2) as a piecewise linear
interpolation:

\[ q_{z,d} = q_{z,d} \bigg|_{h(x,t)} \left( \frac{1-z}{1-h(x,t)} \right) \text{ for } z > h(x,t), \quad (2.14) \]
\[ q_{z,l} = q_{z,l} \bigg|_{h(x,t)} \frac{z}{h(x,t)} \text{ for } z < h(x,t). \quad (2.15) \]

At the interface, a relationship between horizontal and vertical fluxes can be derived based on the substantial derivative method or the mass conservation method [9, ] to get

\[ q_{z,\alpha} \bigg|_{h(x,t)} = q_{\alpha} \bigg|_{h(x,t)} \frac{\partial h}{\partial x} + \frac{\partial h}{\partial t}. \quad (2.16) \]

The first term on the right side of equation (2.16) reflects the effects of horizontal fluxes, while the second term represents the change in interface location over time. In other words, any vertical flux can be translated into a horizontal flux and changes in interface location.

Substitution of equations (2.14), (2.15), and (2.16) into the \( z \)- component of equation (2.2) and integration over the thickness of the aquifer gives

\[ p(x, z, t) = p(x, 1, t) - \rho_d + \begin{cases} 
\rho_d z + \frac{k'}{2(1-h)} \left(q_{d} \bigg|_{h} \frac{\partial h}{\partial x} + \frac{\partial h}{\partial t} \right) & \text{for } z > h, \\
\text{h} + \rho_l z + \frac{k'1-h}{2} \left(q_{d} \bigg|_{h} \frac{\partial h}{\partial x} + \frac{\partial h}{\partial t} \right) + \frac{k' h^2 - z^2}{\Gamma \lambda - 2h} \left(q_{l} \bigg|_{h} \frac{\partial h}{\partial x} + \frac{\partial h}{\partial t} \right) & \text{for } z < h.
\end{cases} \quad (2.17) \]
Vertical flow effects can be included in equations (2.12) and (2.13) by incorporating equation (2.17) to get

$$\frac{\partial h}{\partial t} = \frac{\partial}{\partial x} \left( h \frac{\partial p}{\partial x} \bigg|_{z=1} + h \frac{\partial h}{\partial x} \right) + \frac{k'}{\Gamma} \frac{\partial}{\partial x} \left[ \frac{h}{2} \left( 1 - h \right) \left( \frac{q_d}{h} \frac{\partial h}{\partial x} + \frac{\partial h}{\partial t} \right) \right]$$

$$+ \frac{k'}{\Gamma \lambda} \frac{\partial}{\partial x} \left[ \frac{h^2}{3} \frac{\partial h}{\partial x} \left( q_l \frac{\partial h}{\partial x} + \frac{\partial h}{\partial t} \right) + 2 \frac{h^2}{3} \frac{\partial}{\partial x} \left( q_l \frac{\partial h}{\partial x} + \frac{\partial h}{\partial t} \right) \right]$$

(2.18)

and

$$\frac{\partial h}{\partial t} = \frac{\partial}{\partial x} \left( h \frac{\partial p}{\partial x} \bigg|_{z=1} \right)$$

$$+ \frac{k'}{\Gamma} \frac{\partial}{\partial x} \left[ \frac{(1 - h)^2}{6} \frac{\partial}{\partial x} \left( q_d \frac{\partial h}{\partial x} + \frac{\partial h}{\partial t} \right) + \frac{1 - h \frac{\partial h}{\partial x} \left( q_d \frac{\partial h}{\partial x} + \frac{\partial h}{\partial t} \right)}{6} \right]$$

(2.19)

Equations (2.18) and (2.19) can be solved numerically to obtain $h = h(x,t)$. However, we choose to focus on solving the steady-state solutions to provide efficient solutions for inclusion in a basin-scale multi-scale model. Further, the steady-state solutions can be employed with the method of successive steady states [9] to capture changes in time. Equations (2.18) and (2.19) are presented in this section on general equations for completeness.

### 2.4 Solutions for leakage through faults

Steady-state analytical solutions including vertical flow effects are derived for the problem of subsurface flow due to leakage through a fault. Two different steady-state leakage scenarios are considered: single-phase leakage of the lighter fluid only in section 2.4.1, and two-phase leakage in section 2.4.2. Single-phase leakage occurs when the leakage rate is small. In this case, $Q_d' = 0$. Two-phase leakage occurs when the leakage rate is larger. In this case, $0 < Q_d' < 1$. For these two cases, we derive ordinary differential equations (ODEs) for the stationary solution accounting for vertical
flow effects. Simplified solutions are obtained by assuming vertical equilibrium and employing a small perturbation approach (Muskat’s approximation) [9].

2.4.1 Single-phase leakage

For sufficiently low leakage rates, only the lighter fluid will flow into the fault zone \((Q'_d = 0)\) such that

\[
q_d = 0 \quad \text{and} \quad \int_0^h q_l(x, z) dz = 1. \tag{2.20}
\]

In other words, the dense fluid is stagnant throughout the dense fluid zone \((h \leq z \leq 1)\) including at the interface such that \(q_d|_{h} = 0\). Correspondingly, the pressure gradient in the \(x\)-direction in the dense fluid zone is zero and thus \(\frac{\partial p}{\partial x}|_{z=1} = 0\). However, for the lighter fluid, the pressure gradient in the \(x\)-direction is non-zero and with the inclusion of vertical flow effects (equation (2.17)), we get

\[
\frac{\partial p}{\partial x} = \frac{dh}{dx} + \frac{h^2 + z^2 k'}{2h^2 \Gamma \lambda} q_h \left( \frac{dh}{dx} \right)^2 + \frac{h^2 - z^2 k'}{2h \Gamma \lambda} \frac{d}{dx} \left( q_h \frac{dh}{dx} \right). \tag{2.21}
\]

For \(z = h\), the last term in equation (2.21) vanishes and the resulting expression is combined with equation (2.13) to yield

\[
q_l|_h = -\frac{\Gamma \lambda \frac{dh}{dx}}{1 + k' \left( \frac{dh}{dx} \right)^2}. \tag{2.22}
\]

Substitution of equations (2.21) and (2.22) into equation (2.20) and subsequent integration gives the interface upconing solution for the stagnant dense fluid case, a second-order nonlinear ODE:

\[
-1 = h \frac{dh}{dx} - k' \frac{2h}{3} \frac{\left( \frac{dh}{dx} \right)^3}{1 + k' \left( \frac{dh}{dx} \right)^2} - k' \frac{h^2}{3} \frac{2 \frac{dh}{dx} \frac{d^2h}{dx^2}}{1 + k' \left( \frac{dh}{dx} \right)^2}. \tag{2.23}
\]
To solve equation (2.23), the interface location and the vertical equilibrium condition are specified at the outer boundary:

\[ h(x = x_{\text{outer}}) = h_0, \quad (2.24) \]

\[ \left. \frac{dh}{dx} \right|_{x=x_{\text{outer}}} = \frac{-1}{\Gamma \lambda h_0}. \quad (2.25) \]

The solution to equation (2.23) is obtained using a numerical solution technique (e.g. Runge-Kutta methods). This solution is referred to as the full ODE solution for the single-phase leakage case.

In equation (2.23), vertical flow effects are represented in the last two terms. When \( k' \to 0 \), these last two terms vanish and equation (2.23) simplifies to a separable equation without vertical flow effects. Upon integration with the boundary condition (2.24), we get

\[ h^2 = h_0^2 - \frac{2}{\Gamma \lambda} (x - x_{\text{outer}}). \quad (2.26) \]

This equation is referred to here as the “vertical equilibrium” solution and is analogous to the Dupuit solution for upconing around a well [9]. Note that \( \delta \) is included in the \( \Gamma \) term and is not necessarily small. As \( \delta \) becomes large, the slope of \( h(x) \) becomes smaller; while as \( \delta \) becomes small, the slope of \( h(x) \) becomes larger.

Since \( h \) is a minimum at \( x_{\text{inner}} \), we can determine when equation (2.26) is applicable by setting \( h_{\text{inner}} \) to its lowest possible value of zero to get

\[ |\Gamma| \geq \frac{2|x_{\text{inner}} - x_{\text{outer}}|}{h_0^2 \lambda}. \quad (2.27) \]
Equation (2.27) is useful in determining if leakage is single-phase or two-phase. For example, two-phase leakage is promoted for higher $|\dot{Q}_{\text{fault}}|$ values, which corresponds to lower $|\Gamma|$ values.

Another simplified solution can be obtained by employing a small perturbation approach where we assume $h \approx h_0$ to get

$$h = h_0 - \frac{1}{\Gamma \lambda h_0} (x - x_{\text{outer}}).$$

(2.28)

This solution is analogous to Muskat’s approximation for upconing around a well [9] and is referred to here as Muskat’s approximation.

Figure 2.2 shows a comparison of the full ODE solution, the vertical equilibrium solution, and Muskat’s approximation for $\dot{Q}_{\text{fault}} = -0.05 \text{ m}^2/\text{day}$ given parameters presented in Table 2.1 and $\delta = 0.194$. Two different $k'$ values, 26.7 and 426, are considered. As expected, the vertical equilibrium solution (dash-dot line) departs from the full ODE solution (solid line) as $k'$ increases and $R_L$ decreases. This is especially true near the fault ($x_{\text{inner}} = 0$). For $R_L = R_L^2 = 1.0$, the vertical equilibrium solution is essentially identical to the full ODE solution. This $R_L$ of 1.0 is lower than the criteria for vertical equilibrium suggested by [44] ($R_L > 10$) and by [88] ($R_L^2 \gg 1$). Nonetheless, decreasing values of $R_L$ from 1.0 correspond to non-vertical-equilibrium conditions as demonstrated in the case with $R_L^2 = 0.0625 << 1$, where the vertical equilibrium solution departs noticeably from the full ODE solution near the fault. Muskat’s approximation also departs from the full ODE solution as $x \to 0$ in the same manner and is the poorest approximation for the range of parameters explored here. Given the simplicity of the vertical equilibrium solution (equation (2.26)), there is no advantage to using Muskat’s approximation but it is included here for completeness.

Figure 2.2 also shows that vertical flow effects are confined to a region near the fault. To approximate the location where vertical flow effects become negligible, we
can balance the first term with the second or third term on the right side of equation (2.23) since the second and third terms represent vertical flow effects. If \( k' \left( \frac{dh}{dx} \right)^2 \) is small, \( x_{\text{transition}} \sim \sqrt{2k' / 3} \); while if \( k' \left( \frac{dh}{dx} \right)^2 \) is large, \( x_{\text{transition}} \sim \sqrt{3k'/2} \). These steady-state transition locations, \( x_{\text{transition}} \), can be viewed as a relative measure of vertical flow effects. The dependence of \( x_{\text{transition}} \) on \( \sqrt{k'} \) is in line with the discussion on \( R_L \) in the previous paragraph, recalling that \( R_L = \delta \sqrt{k'} \). It is important to note that there are other factors controlling the relative importance of vertical flow effects. For example, vertical flow effects also become more significant as \( |\hat{Q}_{\text{fault}}| \) increases and for very small \( |\hat{Q}_{\text{fault}}| \), all three solutions converge.

### 2.4.2 Two-phase leakage

At higher leakage rates, both the lighter and denser fluids contribute to the total leakage rate with \( 0 < Q'_d < 1 \), where

\[
Q'_d = \int_h^1 q_d(x, z)dz \quad \text{and} \quad Q'_l = \int_0^h q_l(x, z)dz. \tag{2.29}
\]
Note that \( Q'_d + Q'_l = 1 \). In contrast to the previous case on single-phase leakage, the pressure gradients in each fluid zone are non-zero and can be obtained by taking the derivative of equation (2.17) in the \( x \)-direction. Substituting the pressure gradients for each of the two fluids into equation (2.29) gives:

\[
\frac{Q'_d}{\Gamma(1 - h)} = -\left( \frac{\partial p}{\partial x} \right)_{z=1} - \frac{k'}{6\Gamma} \left[ (\frac{dh}{dx})^2 q_d|_h + (1 - h) \frac{d}{dx} \left( q_d|_h \frac{dh}{dx} \right) \right] \tag{2.30}
\]

\[
\frac{Q'_l}{\Gamma\lambda h} = -\left( \frac{\partial p}{\partial x} \right)_{z=1} - \frac{dh}{dx} + \frac{k'}{6\Gamma} \left[ 3 \left( \frac{dh}{dx} \right)^2 q_d|_h - 3(1 - h) \frac{d}{dx} \left( q_d|_h \frac{dh}{dx} \right) \right. \\
\left. - \frac{4}{\lambda} \left( \frac{dh}{dx} \right)^2 q_l|_h - \frac{2h}{\lambda} \frac{d}{dx} \left( q_l|_h \frac{dh}{dx} \right) \right] \tag{2.31}
\]

The pressure gradient at the bottom of the aquifer \((z = 1)\) is non-zero (since the denser fluid is flowing) and is unknown. To eliminate this unknown pressure derivative, equation (2.31) is subtracted from equation (2.30) to get

\[
\Gamma \lambda \frac{dh}{dx} + \frac{k'}{3} \left[ 2 \left( \frac{dh}{dx} \right)^2 (q_l|_h - \lambda q_d|_h) + \lambda (1 - h) \frac{d}{dx} \left( q_d|_h \frac{dh}{dx} \right) + h \frac{d}{dx} \left( q_l|_h \frac{dh}{dx} \right) \right] = \frac{Q'_d}{1 - h} - \frac{Q'_l}{h} \tag{2.32}
\]

At the interface where \( z = h \), equations (2.12) and (2.13) can be combined with the corresponding pressure derivatives to get

\[
q_l|_h - \lambda q_d|_h = -\frac{\Gamma \lambda (\frac{dh}{dx})}{1 + k' (\frac{dh}{dx})^2}. \tag{2.33}
\]

The vertical equilibrium assumption is invoked to approximate \( q_d|_h \) only in the terms where the interfacial fluxes are contained within the derivative. Since vertical equilibrium is assumed, the pressure derivative \( dp/dx \) is independent of \( z \) and

\[
q_d|_h \approx \frac{Q'_d}{(1 - h)}, \quad \text{and} \quad q_l|_h \approx \frac{Q'_l}{h}. \tag{2.34}
\]
Substituting equations (2.33) and (2.34) into equation (2.32), we get an expression with \( h(x) \) as the only dependent variable:

\[
\Gamma \lambda \frac{dh}{dx} + \frac{k'}{3} \left[ -2 \Gamma \lambda \frac{(dh)}{dx}^3 + \lambda Q'd \left( \frac{d^2h}{dx^2} + \frac{1}{1 - h} \left( \frac{dh}{dx} \right)^2 \right) \right] + Q'_l \left( \frac{d^2h}{dx^2} - \frac{1}{h} \left( \frac{dh}{dx} \right)^2 \right) = \frac{Q'_d \lambda}{1 - h} - \frac{Q'_l}{h}.
\]  

(2.35)

Using numerical methods, equation (2.35) can be solved for a given \( Q'_d \) and two outer boundary conditions, which are the interface height, \( h(x = x_{outer}) = h_0 \), and vertical equilibrium. It is important to note that the interface location at the inner boundary \( h(x_{inner}) = h_{inner} \) can be specified instead of \( Q'_d \) since there is a unique \( Q'_d \) for each \( h_{inner} \). However, there is a range of possible \( Q'_d \) (or \( h_{inner} \)) values given a set of aquifer properties and thus, more information is needed to constrain the problem. This is in contrast to previous work of ref. [56] where \( h_{inner} \) is assumed to always be zero in two-phase leakage conditions. To further constrain the problem, numerical simulations are performed and the role of fault properties on \( Q'_d \) are explored in section 2.5.

As with the single-phase leakage case, equation (2.35) can be simplified by assuming \( k' \to 0 \):

\[
\frac{dh}{dx} = \frac{Q'_d}{\Gamma (1 - h)} - \frac{Q'_l}{\Gamma \lambda h}.
\]

(2.36)

Equation (2.36) is referred to here as the vertical equilibrium equation. Alternatively, a simplified ODE can also be obtained if the interface is assumed to be sufficiently smooth with \( dh/dx \) being small so that higher-order derivatives are negligible. Then all second-order derivative terms, as well as products of first-order derivatives, are omitted to obtain a separable equation, which is identical to the vertical equilibrium expression presented as equation (2.36). The solution to equation (2.36) is the
the following transcendental equation:

\[ F(h, x) = F(h_0, x_{outer}), \]  

(2.37)

where

\[
F(h, x) = \frac{-x}{2 \Gamma \lambda} - \frac{h^2}{2(Q'_d \lambda + (1 - Q'_d))} + \frac{h Q'_d \lambda}{(Q'_d \lambda + (1 - Q'_d))^2} + \frac{Q'_d \lambda(1 - Q'_d)}{(Q'_d \lambda + (1 - Q'_d))^3} \ln \left( (1 - Q'_d)(1 - h) - Q'_d \lambda h \right).
\]

The solution to equation (2.37) can be obtained by specifying a \(Q'_d\) value and applying the same two outer boundary conditions used to solve the full ODE. When \(L_a \rightarrow \infty\), the first term on the right side of equation (2.37) goes to negative infinity and thus, one of the terms on the left side must go the negative infinity. Therefore, the expression contained in the logarithm in the last term of \(F(h, x)\) must go to zero, which gives

\[
\lim_{L_a \rightarrow \infty} Q'_d = \frac{1 - h_0}{1 + h_0(\lambda - 1)}.
\]

(2.38)

This limit also represents the upper value for \(Q'_d\) and is referred to here as \(Q'_{d,max}\).

The lower limit of \(Q'_d\), for a given set of fluid and aquifer properties, can be obtained using equation (2.37) by setting \(h_{inner}\) to its minimum value of 0.

Finally, an analogous expression to Muskat’s approximation is found by setting \(k'\) to zero and replacing \(h\) with \(h_0\) in equation (2.35) to get

\[
h = h_0 + \left( \frac{Q'_d}{\Gamma(1 - h_0)} - \frac{1 - Q'_d}{\Gamma \lambda h_0} \right) (x - x_{outer}).
\]

(2.39)

This equation is referred to here as Muskat’s approximation. In the two-phase leakage case, the advantage of Muskat’s approximation is that it provides a simple algebraic equation, which is useful in a multi-scale framework.
Figure 2.3: Analytical solutions for two-phase leakage with (a) $Q'_d = 0.23$ and (b) $Q'_d = 0.24$, given $Q_{\text{fault}} = -0.2 \text{ m}^2/\text{day}$, $R_L = 5$, $R_L^2 = 25$, and $k' = 1.0$. Note that $x_{\text{inner}} = 0$ and $x_{\text{outer}} = 1$.

Figure 2.4: Analytical solutions for two-phase leakage with (a) $Q'_d = 0.22$ and (b) $Q'_d = 0.24$, given $Q_{\text{fault}} = -0.2 \text{ m}^2/\text{day}$, $R_L = 1.14$, $R_L^2 = 1.31$, and $k' = 20$. Note that the vertical equilibrium solution can give non-physical results. Also, note that $x_{\text{inner}} = 0$ and $x_{\text{outer}} = 1$.

Figures 2.3 and 2.4 show comparisons of the full ODE solution to the two simplified solutions for a $Q_{\text{fault}}$ of 0.2 m$^2$/day given $\delta = 0.195$ and parameters presented in Table 2.1. The maximum $Q'_d$ for both cases shown in these two figures is 0.24; while the minimum $Q'_d$ values for Figures 2.3 and 2.4 are 0.23 and 0.22 respectively. In general, the range of $Q'_d$ values for a given problem decreases with increasing $Q_{\text{fault}}$. However, the range in $h_{\text{inner}}$ values remain the same (between 0 and $h_0$).
Comparing the full ODE solution (solid line) and the vertical equilibrium solution (dash-dot line) in Figure 2.3 shows that vertical flow effects are not significant for $k' = 1$, which corresponds to $R_L = 5$ and $R_L^2 = 25$. This is generally in line with the criteria by ref. [44] and ref. [88] for vertical equilibrium. As with the case for single-phase leakage, Muskat’s approximation (dashed line) provides a poor approximation when compared to the full ODE solution, which is especially true near the fault. For larger $k'$ values (Figure 2.4), the vertical equilibrium solution does not provide an improved approximation to the full ODE solution compared to Muskat’s approximation. In fact, when vertical flows are very significant (Figure 2.4a), the vertical equilibrium solution gives negative values of $h_{inner}$. For leakage of CO$_2$ to occur, $0 \leq h_{inner} \leq 1$ when $Q'_d < 1$ (since a sharp interface between the fluids is assumed). Therefore, the vertical equilibrium solution can give non-physical results if vertical flows are sufficiently important. In contrast to the single-phase leakage case, $R_L \approx 1$ is not sufficiently large for the vertical equilibrium assumption to be valid, as shown in Figure 2.4 for $k' = 20$, $R_L = 1.1$, and $R_L^2 = 1.3$. For all $k'$ values, vertical flow effects become less significant as $Q'_d$ approaches $Q'_{d,max}$ and $h_{inner} \to h_0$. However, the influence of $Q'_d$ is greater when vertical flow effects are more significant. Furthermore, similar to the single-phase leakage case, vertical flow effects become more significant as $\hat{Q}_{fault}$ increases, while all three solutions converge for very small $\hat{Q}_{fault}$.

Figures 2.3 and 2.4 also show that mismatches among the solutions are greatest in the vicinity of the fault. Scaling relationships similar to those determined for the single-phase leakage case can be used to define a relative measure for the significance of vertical flow effects for two-phase leakage. The first and second terms in equation (2.35) can be balanced for small values of $k' \left( \frac{dh}{dx} \right)^2$ to give

$$x_{transition} \sim \left( \frac{3k'}{2} \right) h. \quad (2.40)$$
The first term in equation (2.35) can be balanced with the third and fourth terms in (2.35) to give

\[ x_{\text{transition}} \sim \frac{k'q_d}{3\Gamma} h \quad \text{and} \quad x_{\text{transition}} \sim \frac{k'q_l}{3\Gamma\lambda} h. \]  

(2.41)

In the two-phase leakage case, \( x_{\text{transition}} \) is proportional to \( k' \), as opposed to \( \sqrt{k'} \) in the single-phase leakage case. This implies that in the case of two-phase leakage, the anisotropy in aquifer permeabilities leads to greater vertical flow effects. This is in line with the discussion above where a larger \( R_L \) value is required for the vertical equilibrium assumption to be valid in the two-phase leakage case.

### 2.5 Fault representation and leakage

The analytical solutions for leakage through faults derived above do not explicitly include fault properties. They are defined given a \( Q'_d \) value (or \( h_{\text{inner}} \)) and two outer boundary conditions. Recall from equation (2.1) that at steady-state, \( Q'_d \) represents both the integrated dense fluid flow out of the aquifer into the fault and the integrated dense fluid flow out of the top of the fault as a portion of \( \dot{Q}_{\text{fault}} \). Therefore, \( Q'_d \) represents both aquifer and fault properties.

To explore the combined effect of fault and aquifer properties, a 2-D numerical two-phase flow model is used to simulate vertical (\( \hat{z} \)-direction) and horizontal (\( \hat{x} \)-direction) flows in the aquifer and the fault zone. The 2-D model is solved using a fully-coupled fully-implicit approach. For the aquifer and fluid properties, values given in Table 2.1 are used along with \( k' = 20 \) (\( \hat{k}_x = 400 \text{ mD} \) and \( \hat{k}_z = 20 \text{ mD} \)), which corresponds to \( R_L = 1.1 \) and \( R_L^2 = 1.2 \). The outer boundary conditions are hydrostatic pressures and a fixed interface location, \( h_0 = 0.25 \), which are identical to the boundary conditions applied to the analytical solutions. The conductive fault zone of finite width is explicitly represented by a region with \( \hat{k}_{zf} \gg \hat{k}_z \) and \( \hat{k}_{xf} \geq \hat{k}_x \). The
leakage rate, \( \hat{Q}_{\text{fault}} \), is specified as the flow leaving from the top of the fault zone. The transient simulations with an initially flat interface are run to steady-state conditions, which is when \( Q'_d \) is constant. The numerical simulations are used to determine a relationship between \( Q'_d \) and fault properties for a given leakage rate (\( \hat{Q}_{\text{fault}} \)); this is presented in section 2.5.1. The leakage rate is considered as an input value here since in a multi-scale framework, \( \hat{Q}_{\text{fault}} \) will be solved using information about pressure conditions in the overlying aquifer. In section 2.5.2, the numerical simulations are compared to analytical solutions to explore the effects of fault properties.

### 2.5.1 A fault model

Ref. [4] and ref. [5] identified the vertical fault transmissivity, \( \hat{T}_{zf} = \hat{W}_f \hat{k}_{zf} \), and the anisotropy ratio, \( m \), as key fault properties governing flow in the fault. Based on this and equation (2.1), the following fault model is proposed,

\[
Q'_d = Q'_{d,0} + a_T \ln(T) + a_m m, \tag{2.42}
\]

where \( Q'_{d,0} \), \( a_T \), and \( a_m \) are constant for fixed \( \hat{Q}_{\text{fault}} \) and aquifer properties (e.g. \( h_0 \)), and \( T \) is the ratio of vertical and horizontal transmissibility given by

\[
T = \frac{\hat{W}_f \hat{k}_{zf}}{\hat{H} \hat{k}_x}. \tag{2.43}
\]

Note that \( T \) can be thought of as the ratio of the horizontal and vertical pressure gradients in the fault and can be obtained by rearranging the terms in equation (2.1).

Results from a series of 2-D numerical simulations with various \( T \) and \( m \) values are used to empirically obtain \( Q'_{d,0} \), \( a_T \), and \( a_m \) given \( \hat{Q}_{\text{fault}} \) and aquifer properties. The simulations represent a range of fault properties for fixed aquifer properties. The range of fault properties considered are 0.2 m to 1.0 m for \( \hat{W}_f \), and 400 mD to 10 D for \( \hat{k}_{zf} \) and \( \hat{k}_{xf} \). The \( m \) values considered range from 1 to 10, which correspond to
Figure 2.5: Comparison of $Q'_d$ values given by the numerical simulation, representing various $T$ and $m$ values, and the fault model (equation (2.42)) for $Q'_{d,0} = 0.223$, $a_T = 0.009$, and $a_m = 8 \times 10^{-5}$. Note that $x_{\text{inner}} = 0$ and $x_{\text{outer}} = 1$.

limits based on field data identified in ref. [80]. Figure 2.5 shows that equation (2.42) with empirical coefficients can reproduce $Q'_d$ obtained from the numerical simulations. Such fault models can be used to determine the value of $Q'_d$ to be used in the analytical solutions. This empirical relationship is useful in a multi-scale framework since the relationship can be determined a priori with only a few numerical simulations with a domain representing only a single grid-block. While a more comprehensive fault model representing a wider range of conditions could be pursued, it is beyond the scope of the current paper.

2.5.2 Effect of fault properties

The numerical simulations are compared to the corresponding analytical solutions with the same $Q'_d$ value. Here, the effects of the two key variables in the fault model, $T$ and $m$, are explored for both the single- and two-phase leakage cases. For converged numerical simulations, run times of 5-8 hours with a MATLAB code are required. This is in contrast to several seconds required to solve ODEs of the analytical solutions in MATLAB.

In the case of single-phase leakage, Figure 2.6 shows that the full ODE and vertical equilibrium solutions match the numerical simulation results well. As expected,
Muskat’s approximation departs significantly from the numerical simulation results, especially near the fault. The numerical results are relatively insensitive to $T$ for values in the range of 0.04 to 0.2 for $\hat{Q}_{\text{fault}} = -0.05$ m$^2$/day. A slightly better match is obtained with the larger $T$ value. No changes in the numerical simulation results are observed as $T$ is increased further and thus, the analytical solution is applicable when $T > T_{1}^{\text{critical}} \approx 0.2$ (where the subscript “1” denotes single-phase flow). In the two-phase leakage case, Figure 2.7 shows that the full ODE solution provides a significantly better approximation to the numerical simulation results when compared to Muskat’s approximation or the vertical equilibrium solution. The full ODE solution is unable to fully capture the flow field near the fault when $T$ values are below 0.8 and thus, $T_{2}^{\text{critical}} \approx 0.8$ for $\hat{Q}_{\text{fault}} = -0.2$ m$^2$/day (where the subscript “2” denotes two-phase flow).

In both the single- and two-phase leakage cases, the analytical solutions appear to be relatively insensitive to $m$ within the range of typical values of 1 to 10, as shown in Figures 2.8 and 2.9 respectively. Nonetheless, in the two-phase leakage case, higher $m$ values correspond to a slightly improved match (Figure 2.9) and further improvements may be obtained for larger values of $m$, which have been shown to be
Figure 2.7: Numerical and analytical solutions for two-phase leakage with (a) $T = 0.2$ (and $Q_d' = 0.209$) and (b) $T = 0.8$ (and $Q_d' = 0.217$), given $\dot{Q}_{\text{fault}} = -0.2$ m$^2$/day and $m = 1$. Note that $x_{\text{inner}} = 0$ and $x_{\text{outer}} = 1$.

Figure 2.8: Numerical and analytical solutions for single-phase leakage with (a) $m = 1$ and (b) $m = 10$, given $\dot{Q}_{\text{fault}} = -0.05$ m$^2$/day and $T = 1.0$. Note that $x_{\text{inner}} = 0$ and $x_{\text{outer}} = 1$.

plausible [5]. Therefore, the critical value for $m$, above which the analytical solution and numerical simulation results match, appears to be greater for two-phase leakage than single-phase leakage. Numerical results with higher $m$ values do show stronger vertical flow in the fault. This is in line with ref. [5], where small $m$ values led to more horizontal flow in the fault, while large $m$ values led to predominantly vertical flow in the fault.
2.6 Conclusions

The steady-state analytical solutions for flow in an aquifer adjacent to a fault with the capability to represent vertical flow effects, coupled with an empirical model for the fault, provide a good model for vertical leakage through faults. This is true for both single- and two-phase leakage through faults. In the single-phase leakage case, vertical flow effects are important when $R_L = R_L^2 \geq 1$. In the two-phase leakage case, anisotropic fault permeabilities lead to greater vertical flow effects and a larger $R_L$ value, of 5 or greater, is needed to assume vertical equilibrium. Fault properties, including fault width and permeabilities in both the horizontal and vertical directions, strongly govern two-phase leakage through faults including the fraction of dense fluid that leaks, $Q'_d$. In fact, fault properties are necessary to obtain a unique solution for $Q'_d$. Realistic $T$ and $m$ values are generally sufficiently large for the analytical solutions to be applicable. However, the critical values of $T$ and $m$, above which the analytical solutions are applicable, are greater in the case of two-phase leakage.

Comparisons of the analytical and numerical simulation results show that the steady-state analytical solutions along with a fault model can be used in place of fine-
scale numerical simulations in the vicinity of a leaky fault. The analytical solutions along with the fault model can be obtained in the order of seconds as opposed to hours or tens of hours for converged numerical simulations. The development of these solutions satisfies the motivation of this chapter, which is to provide an efficient approach to include sub-grid-scale leakage through faults in basin-scale models.
Chapter 3

A multi-scale model for leakage through faults using combined analytical-numerical methods

3.1 Introduction

A major motivation and application of the work on models of leakage through faults presented in Chapter 2 is for its use as a fine-scale representation in a multi-scale model. The inclusion of the analytical solutions and fault model allow for an accurate and efficient description of the leakage through faults and its role in the surrounding formation. In this chapter, the corresponding multi-scale framework is presented.

The multi-scale framework considers perpendicular flow to the fault and parallel flow through the fault (both vertical and horizontal). Abandoned wells are point features in a two-dimensional (2-D) space and the effect of fluid leakage through abandoned wells can be represented radially. In contrast, faults are linear features in a 2-D space and can have lengths in the order of kilometers. Therefore, faults often extends over multiple grid blocks in typical basin-scale models. In considering
a multi-scale framework for leakage through faults, new considerations for horizontal flow in the fault within a coarse-scale grid block and between coarse-scale grid blocks, which are not made for well leakage, must be made.

These flows are represented in the grid block containing the fault and the aquifer adjacent to the fault using fine-scale pressure and fluid distributions. The fine-scale pressure and fluid distributions hinge on the horizontal flow field perpendicular to a leaky fault, which is the topic covered in Chapter 2. Therefore, the model is capable of representing both single-phase and two-phase leakage through faults, along with any vertical flow effects, and the effects of fault properties.

The multi-scale model developed here focuses on a single formation in which two fluids (e.g. CO$_2$ and brine) are present. This single-layer model can be used to represent one of many stacked layers that represent the sequence of geologic formations in a basin of concern [60]. This single layer is represented by a 2-D vertically-integrated numerical model at the coarse scale and by a system of nonlinear equations at the fine scale. The fine scale model represents horizontal flow perpendicular to the fault in the aquifer, vertical flow through faults, and horizontal flow through faults.

In this chapter, the coarse-scale numerical model (section 3.2), the various components of the fine-scale model (section 3.3), and a brief description of how these components interact (section 3.4) are presented. In section 3.4, a numerical example of a multi-scale model implementation for one simple case in the context of geologic storage of CO$_2$ is presented.

### 3.2 Coarse-scale numerical model

The coarse-scale numerical model represents 2-D vertically-integrated two-phase flow through porous media [24, 57]. The assumptions made here is that vertical equilibrium conditions exist, the fluids are incompressible, capillary pressures are negligible, and
the properties of the storage formation (aquifer) are homogeneous. Applying these assumptions to the mass balance equations presented as equation (2.2), we get

$$\nabla \cdot \mathbf{U}_\Sigma = \Upsilon_\Sigma,$$

(3.1)

where $\Upsilon_\Sigma$ represents the sum of vertically-integrated source/sinks of the two fluids [LT$^{-1}$], and $\mathbf{U}_\Sigma$ represents the sum of $U_\alpha$, and $\alpha$ is $l$ or $d$ for the lighter and denser fluids respectively. Assuming a sharp interface between the two fluids, $U_\alpha$ is the vertically-integrated (horizontal) flux [L$^2$T$^{-1}$] for fluid $\alpha$ as follows:

$$U_d = \int_0^h u_d \, dz = -\frac{k}{\mu_d} (H - \bar{h}) (\nabla P),$$

(3.2)

$$U_l = \int_k^H u_l \, dz = -\frac{k}{\mu_l} \bar{h} (\nabla P - \Delta_\alpha \rho g \nabla \bar{h}),$$

(3.3)

where $\bar{h}$ is the coarse-scale location of the interface between the lighter and denser fluids [L], $k$ is the intrinsic permeability of the aquifer [L$^2$], $H$ is the thickness of the aquifer [L], $P$ is the pressure at the bottom of the aquifer [ML$^{-1}$T$^{-2}$], $\Delta_\alpha \rho = \rho_d - \rho_l$, $\rho_d$ and $\rho_l$ are the densities of the denser and lighter fluids respectively [ML$^{-3}$], $g$ is the acceleration due to gravity [LT$^{-2}$], and $z$ is the vertical coordinate [L].

This 2-D model can be solved using the IMplicit Pressure Explicit Saturation (IMPES) method. Therefore, for a given time step, equation (3.1) is solved implicitly for pressure and then this information is used to explicitly solve equations (3.2) or (3.3) for $\bar{h}$. The pressure, $P$, and the thickness of the lighter fluid $\bar{h}$ in the grid block containing a fault are passed on to the fine-scale model, in which this coarse-scale information is used as boundary conditions.
3.3 Fine-scale model

We consider a fault with a single impermeable core and damage zones on both sides of
the core [21]. We seek to represent flow through the damage zones (also referred to as
fault zones), which can be of higher permeability than the surrounding aquifer and can
extend through overlying layers of low and high permeability. Vertical leakage through
faults occurs when a fault extends from a storage formation (or aquifer) through a
low-permeability layer (or caprock) into an overlying the aquifer. We are especially
concerned with fault zones (simply referred to here as faults) with permeabilities that
are orders of magnitude greater than the aquifer permeability.

Flow in the fault zone on one side of an impermeable fault core is considered
implicitly within a coarse-scale grid block containing a fault since the fault width
is assumed to be small relative to the coarse-scale grid block width. The fault is
conceptualized to be located at an edge of a rectangular grid block, and given an
impermeable fault core, this edge is defined to have no flow. Therefore, the horizontal
flow perpendicular to the fault can be described using the analytical solutions and
fault model presented in Chapter 2. The analytical solutions and fault model are
used to determine the pressure and fluid variations in the direction perpendicular to
the fault.

The pressures and fluid distribution at the fault, coupled with the pressure in the
overlying aquifer, drives vertical leakage from the formation and is used to determine
the horizontal along-fault flow in the fault. Therefore, equations for pressure correc-
tions and fluid distributions based on the flow field perpendicular to the fault are
derived. These corrections are designed to be applied to the coarse-scale pressures
and saturations, which are assumed to be an average over the coarse-scale grid block.

Considerations for how these fine-scale components can be represented within and
between coarse-scale grid blocks are also discussed.
3.3.1 Horizontal flow perpendicular to fault

Analytical solutions that represent horizontal flow perpendicular to a fault are presented for single-phase and two-phase leakage conditions. The steady-state solutions describe the fluid-fluid interface location, \( h(x) \), between the two fluids and captures the effects of a leaky fault. The full solution including vertical flow effects can be solved or simplified solutions can be used when appropriate. In the case of vertical equilibrium, the vertical equilibrium solutions can be used; while in the case of small-leakage, the Muskat’s approximations can be used. Depending on the aquifer and fault properties, the simplest but accurate solution should be used. An algorithm for the selection of the solution can be designed based on the work presented in Chapter 2. The corresponding interface, \( h(x) \), can be used to determine the pressure distribution in the direction perpendicular to the fault.

Fault properties can be included by an empirical relationship, whose coefficients can be defined by numerical simulations of the fine-scale domain. Numerical simulations of 29 cases with different leakage rates, \( Q_{\text{fault}} \), and thicknesses of the lighter fluid at the outer boundary, \( h_0 \), are shown in Figure 3.1 using the properties outlined in Chapter 2 for a fault with \( T = 1.0 \) and \( m = 1.0 \). The corresponding \( R^2_L \) is 4.8, which should be high enough for the vertical equilibrium solution to be valid in the single-phase leakage case and sufficiently high for the vertical equilibrium solution to be valid in the two-phase leakage case. The relationships shown in Figure 3.1 are based on numerical simulations in the \( x \)- and \( z \)-dimensions so no conditions on vertical flow are specified.

Figure 3.1 shows that there are two important transition leakage rates: one is when the denser fluids begin to flow such that we have two-phase leakage and the other is when \( Q_d' \) reaches a maximum. These transition leakage rates may also be derived analytically; however, the changes in slope between these transition leakage rates are determined using numerical simulations. Therefore, the overall function,
$Q'_d(Q_{\text{fault}}, h_0)$, is determined based on the both numerical and analytical solutions. Considering the first transition leakage rate, Figure 3.1 shows that the denser fluid begins to leak for a smaller $Q_{\text{fault}}$ when $h_0$ is smaller, which is evident from equation (2.27). The leakage rate at which $Q'_d$ transitions to maximum $Q'_d$ occurs at a lower leakage rate when $h_0$ is smaller. Furthermore, $h_0$ is inversely related to the maximum $Q'_d$ (as described in equation (2.38)), and more of the denser fluid leaks for thinner plumes.

![Figure 3.1: The empirical relationship between $Q'_d$ and $Q_{\text{fault}}$ for $h_0 = 0.5$ and 1.25 m determined using the fault model and numerical simulations for $T = 1.0$ and $m = 1$. The numerical simulations used to determine coefficients of the fault model and validate it are also shown.](image)

It is only between these two transition leakage rates that fault properties play a role in the flow field. Therefore, only a few numerical simulations are required to determine the effects of fault properties in the case presented in Figure 3.1. In many cases, it may be sufficient to interpolate between the two transition points. The need to perform numerical simulations and the number of simulations required are based on the relative values of these two transition points.
### 3.3.2 Vertical leakage through fault

Vertical flux through faults is represented using the multi-phase extension of Darcy’s Law

\[
q_{\text{fault}}^\alpha = -\frac{k_{\text{fault}} k_{r,\alpha}(S_{\text{fault}}^\alpha)}{\mu_\alpha} \left( \frac{p_{\text{fault}} - p_{\text{top}}}{\Delta z_{\text{cap}}} - \rho_\alpha g \right)
\]  

(3.4)

where \(p_{\text{fault}}\) is the pressure in the fault at the top of the aquifer [ML\(^{-1}\)T\(^{-2}\)], \(p_{\text{top}}\) is the pressure in the fault at the bottom of the upper aquifer [ML\(^{-1}\)T\(^{-2}\)], \(\rho_\alpha\) is the density of fluid \(\alpha\) [ML\(^{-3}\)], \(k_{\text{fault}}\) is the vertical permeability of the fault [L\(^2\)], \(k_{r,\alpha}(S_{\text{fault}}^\alpha)\) is the relative permeability of fluid \(\alpha\) as a function of the saturation of fluid \(\alpha\) in the fault \((S_{\text{fault}}^\alpha)\), and \(\Delta z_{\text{cap}}\) is the thickness of the caprock separating the two aquifers [L]. If both the lighter and the denser fluids are flowing, \(q_{\text{fault}} = q_{\text{fault}}^d + q_{\text{fault}}^l\) [LT\(^{-1}\)], and \(Q_{\alpha}^d = q_{\text{fault}}^d/q_{\text{fault}}\) [\(\cdot\)]. \(S_{\text{fault}}^d\) and \(S_{\text{fault}}^l\), which sum up to 1.0, are unknowns. Equation 3.4 describes the flow in the fault from the top of the formation being modeled and the bottom of an overlying formation. We focus on leakage scenarios only in this chapter.

The leakage rate \((q_{\text{fault}})\) is a key unknown. To determine this, vertical flow through the fault is defined by the pressures above and below the caprock, which is solved simultaneously with horizontal flow and pressure variations perpendicular to the fault.

### 3.3.3 Pressure correction

Pressure corrections are made in grid blocks containing faults to determine the pressure variation in the direction perpendicular to the fault. This information is also used to determine the horizontal flow parallel to the fault, in the fault and in the adjacent aquifer.
The average grid block pressure, \( P \) or \( \bar{p}_{\text{coarse}}(\hat{z}) \) \([\text{ML}^{-1}\text{T}^{-2}]\), can be corrected to represent the pressure decrease near the leaky fault as follows:

\[
\hat{p}_{\text{corrected}}(\hat{x}, \hat{z}) = \bar{p}_{\text{coarse}}(\hat{z}) - \Delta\hat{p}(\hat{x}, \hat{z}),
\]

(3.5)

where \( \hat{p}_{\text{corrected}} \) is the pressure corrected to account for effects due to leakage \([\text{ML}^{-1}\text{T}^{-2}]\), and \( \Delta\hat{p} \) is the correction term. In general, variables denoted with a hat are dimensional.

Pressure corrections are derived from the analytical solutions presented in Chapter 2. The correction term is derived analytically in dimensionless form using

\[
\Delta p(x, z) = \bar{p}_{\text{fine}}(z) - p_{\text{fine}}(x, z) = \frac{\int_{x_{\text{outer}}}^{x_1} p(x_1, z)dx_1}{x_{\text{outer}} - x} - p_{\text{fine}}(x, z),
\]

(3.6)

where \( \bar{p}_{\text{fine}} \) is the average of the fine-scale pressure within a grid block \([-\])\), \( p_{\text{fine}} \) is the pressure representing local-scale effects of leakage determined by the analytical solutions \([-\])\, and \( x_{\text{outer}} \) is the location of the outer boundary \([-\]). The variables follow the non-dimensionalization presented in Chapter 2 (section 2.3.2). Equation (3.6) can be applied to cases where vertical flow is important and cases where vertical equilibrium exists. An algebraic equation for \( \Delta p \) can be determined for both the vertical equilibrium solution and Muskat’s approximation in the single-phase leakage case, and only for Muskat’s approximation in the two-phase leakage case. The obvious advantage of deriving these algebraic solutions is that they greatly reduce computational demand and should be used when appropriate. Since pressure corrections are used to determine the leakage rate to the overlying aquifer, we derive these algebraic expressions for the pressure correction term at the fault.

In the single-phase leakage case, the pressure correction term is only applicable to the region consisting of the lighter fluid only (\( 0 < z < h \)) since the dense fluid
is stagnant. For single-phase leakage, the pressure at the top of the aquifer can be defined as

\[ p_{\text{fine}}(x, z = 0) = \bar{p}_{z=1} - \rho_d + h(x) \]  

(3.7)

where \( \bar{p} \) at \( z = 1 \) is the same for both fine and coarse scales. (The pressure equation requires knowledge of the interface locations, \( h(x) \), which can be obtained using the equations for horizontal flow perpendicular to the fault.) Combining equations (3.7) and (3.6), the corresponding pressure correction terms are

\[
\Delta p_{V,1}(x = x_{\text{fault}}, z = 0) = - \frac{\Delta x}{2 \Gamma \lambda h_0},
\]

(3.8)

\[
\Delta p_{M,1}(x = x_{\text{fault}}, z = 0) = - \frac{\Gamma \lambda}{3 \Delta x} \left( h_0^3 - \left( h_0^2 + \frac{2 \Delta x}{\Gamma \lambda} \right)^{3/2} \right) 
- \left( h_0^2 + \frac{2 \Delta x}{\Gamma \lambda} \right)^{1/2},
\]

(3.9)

where the subscripts \( V \) and \( M \) represent vertical equilibrium and Muskat’s approximation respectively, the subscript 1 identifies the expression as corresponding to single-phase leakage, and \( \Delta x = x_{\text{outer}} - x_{\text{fault}} \).

In the two-phase leakage case, the pressure correction term is applicable for all \( z \) and the pressure correction solution can be derived analytically using

\[
\frac{\partial p}{\partial x}(x, z = 1) = - \frac{Q_d'}{\Gamma (1 - h(x))} \text{ or } \frac{-(1 - Q_d')}{\Gamma \lambda h(x)}
\]

(3.10)

following equations (2.30) and (2.31). We can analytically derive the pressure correction term assuming Muskat’s approximation to get

\[
\Delta p_{M,2}(x = x_{\text{fault}}, z) = - \frac{a^2 Q_d'}{\Gamma \Delta x} (1 - h_0) \ln(1 - h_0)
- \frac{a^2 Q_d'}{\Gamma \Delta x} (1 - h_0 + \Delta x/a) \ln (1 - h_0 + \Delta x/a)
- \frac{a Q_d'}{\Gamma} (1 + \ln(1 - h_0 + \Delta x/a))
\]

(3.11)
where the subscript 2 denotes that the equation is for two-phase leakage and

\[ a = \frac{Q_d}{\Gamma(1 - h_0)} - \frac{Q_d}{\Gamma \lambda h_0}. \]  

(3.12)

The full ODE (including vertical flow effects) and the vertical equilibrium forms of the pressure correction solution for two-phase leakage are not derived analytically since an expression for \( h(x) \) alone are not available. However, they can be determined by solving the ODE and the transcendental equation, and then solving equation (3.6) with equation (3.10).

### 3.3.4 Horizontal flow parallel to fault

The horizontal flow parallel to the fault within a grid block can be separated as the flow in the fault and the flow in the adjacent aquifer. For a fault that extends over multiple grid blocks, the flow within the fault should be described by pressures inside the fault ("2f" and "3f" in Figure 3.2). Similarly the flow between the aquifer portion of the grid blocks should be defined by the pressures in the aquifer ("2a" and "3a" in Figure 3.2). Weighing the flows by the proportion of the grid block volume occupied by the fault and the aquifer, the horizontal flow from grid block 2 to 3, for example, is

\[ U_{2,3} = \frac{U_{2f,3f} \cdot \Delta x_{\text{fault}} + U_{2a,3a} \cdot (\Delta x - \Delta x_{\text{fault}})}{\Delta x} \]  

(3.13)

for rectangular grid blocks. Between a grid block with and without a fault at the end of a fault (e.g., grid blocks 1 and 2 in Figure 3.2), the horizontal flow from grid block 1 to 2, for example, is

\[ U_{1,2} = \frac{U_{1,2f} \cdot \Delta x_{\text{fault}} + U_{1,2a} \cdot (\Delta x - \Delta x_{\text{fault}})}{\Delta x}. \]  

(3.14)
Figure 3.2: A schematic of grid blocks containing faults and adjacent grid blocks. The grey blocks represent coarse-scale grid blocks without a leaky fault and the white grid blocks represent the coarse-scale grid blocks with a leaky fault. Black dots represent the center of the grid block and the grey dots represent the center of the leaky fault within a grid block.

To determine the horizontal flow in the fault and in the aquifer, the pressures and saturations of the fault and the aquifer in each grid block is needed. The pressures in the aquifer can be taken to be the average pressure of the grid block; while pressures inside the fault can be determined using the pressure corrections presented in section 3.3.3. To summarize,

\[ p_{ia} = \bar{\bar{p}}_i \]  
\[ p_{if} = \bar{\bar{p}}_i - \Delta p_i \]

(3.15)  
(3.16)

where subscript \( i \) is the grid block index, subscript \( a \) stands for aquifer, and subscript \( f \) stands for fault. We also need to determine \( h \) in the fault and in the aquifer since our coarse-scale model is vertically integrated. Therefore, corrections for \( h \) are needed to determine the portion of the flow that is through the fault.

Corrections for \( h \) can be determined by

\[ \Delta h = \bar{h}_{fine} - h_{inner} = \frac{1}{\Delta x} \int_0^{\Delta x} h(x')dx' - h(x_{inner}). \]

(3.17)
Similar to pressure corrections, corrections for \( h \) must be derived for single-phase and two-phase leakage using vertical equilibrium and/or Muskat’s approximation. For the single-phase leakage case using Muskat’s approximation, we get

\[
\Delta h_{M,1} = -\frac{\Gamma \lambda}{3 \Delta x} \left( \left( h_0^2 \right)^{3/2} - \left( h_0^2 + \frac{2}{\Gamma \lambda} \Delta x \right)^{3/2} \right) - h_0^2 + \frac{2}{\Gamma \lambda} \Delta x. \quad (3.18)
\]

For two-phase leakage case using Muskat’s approximation, we get

\[
\Delta h_{M,2} = \frac{\Delta x}{2} \left( \frac{Q_d'}{\Gamma(1-h_0)} - \frac{1 - Q_d'}{\Gamma \lambda h_0} \right). \quad (3.19)
\]

Therefore, the horizontal flow parallel to the fault is described at the coarse scale with corrections for the presence of the fault.

### 3.4 Multi-scale model

The multi-scale model for the coarse-scale and fine-scale models described above requires the solution of the fine-scale model at every coarse-scale time step. The fine-scale components can be included as an intermediate calculation within a time step or be integrated into the coarse-scale equations. The equations are developed such that the vertical flow through faults and horizontal flow perpendicular to the fault must be solved simultaneously as an intermediate calculation. An algorithm that identifies the problem as single- and two-phase leakage and evaluates the significance of vertical flow effects is implemented to determine the appropriate equations. The solution of this nonlinear system of equations, which gives the leakage rate and the proportion of the leakage that is brine, is fed into the coarse-scale numerical model in the grid block containing the fault. In contrast, the horizontal flow parallel to faults are determined by modifications to the coarse-scale pressure and saturation.
equations. These modifications can be viewed as acting like a relative permeability term at the coarse scale.

Considerations for the appropriate outer boundary length and the ability of the fine-scale model based on steady-state solutions to represent the changes within a given time step are not considered here.

### 3.4.1 Numerical example

The example presented here is in the context of CO$_2$ storage in saline formations and shows CO$_2$ injection in one grid block and a fault that provides a leakage pathway for CO$_2$ and brine in another grid block. For the fine-scale model, only horizontal flow perpendicular to the fault and vertical flow through the fault are considered and pressure corrections derived assuming Muskat’s approximation are used. The horizontal flow perpendicular to the fault considers fault properties and uses the empirical relationship presented in Figure 3.1. Therefore, the fault and aquifer properties are as described in section 3.3.1.

The 2-D domain shown in Figure 3.3 covers an area of 1500 m by 1500 m and consists of 100 coarse-scale grid blocks with dimensions of 50 m by 50 m. The outer boundary condition is constant pressure at 100 bars. The initial conditions are uniform pressure at 100 bars and no CO$_2$ in the system. As shown in Figure 3.3, the injection location is above and to the right of the leaky fault that is 50 m long. The leaky fault extends throughout the length of the grid block and is on the left side of the coarse-scale grid block.

As shown in Figure 3.3, the pressure distribution around the grid block with the leaky fault is asymmetrical because the impermeable core is represented by a no-flow condition at the face adjacent to the fault. The saline aquifer becomes saturated with CO$_2$ near the injection site and a CO$_2$ plume is formed. The CO$_2$ plume is asymmetrical with larger saturations near the grid block containing a leaky fault.
Figure 3.3: Pressures (left) and saturations (right) at 7 years for the case with injection in one grid block and a leaky fault in one grid block.

Figure 3.4: The leakage rate, $Q_{\text{fault}}$, (left) and the proportion of the leakage that is brine, $Q'_{\text{br}}$, (right) with respect to time for the case with injection in one grid block and a leaky fault in one grid block.

Figure 3.4 shows how the leakage rate increases rapidly in the first 2 years but remains at approximately 60 m$^2$/day until the end of the simulation time. Similarly,
$Q'_d$ drops rapidly in the first two years and then stabilizes at around 0.2 for the remainder of the simulation time.

### 3.5 Conclusions

The ability to capture the pressure variations and fluid distribution within a grid block containing a leaky fault allows for the representation of horizontal flow perpendicular to the fault, horizontal flow through the fault, and vertical flow through the fault. Fault properties are represented using an empirical model in the horizontal direction perpendicular to the fault and in the Darcy flux terms for horizontal flow parallel to the fault and vertical flow through the fault. The approaches for including these effects within a coarse-scale grid block and between coarse-scale grid blocks with and without leaky faults allow for a multi-scale model to be developed.

Future work includes validation and testing of the multi-scale model under a wide range of scenarios such as faults that extend over multiple grid blocks and representation of cross-fault flow. Also, cases when faults do not extend throughout the fault or are not aligned with a side of a grid block need to be considered.

The equations and concepts presented in this chapter can be used to develop a multi-scale model that represents leakage through faults in basin-scale models. Such basin-scale models can also include leakage through other subsurface pathways such as abandoned wells. In considering leakage at the basin scale, both of these pathways should be and can be represented by combining the methods presented here and in ref. [24], which provides a multi-scale framework for leakage through abandoned wells.
Chapter 4

Direct measurements of methane emissions from abandoned oil and gas wells in Pennsylvania

4.1 Introduction

Methane emissions from abandoned oil and gas wells are estimated to be the second largest potential contribution to total U.S. methane emissions above U.S. Environmental Protection Agency estimates and are not included in any emissions inventory [11]. Further, there are no measurements that can be used to estimate the methane emission potential of these wells [11]. Methane is a greenhouse gas (GHG) and its oxidation produces ozone ($O_3$) that degrades air quality and adversely impacts human health, agricultural yields, and ecosystem productivity [79]. Therefore, it is important to understand methane emission sources so that appropriate mitigation strategies can be developed and implemented.

Efforts to improve estimates of methane emissions to the atmosphere from oil and gas production in the U.S. are being driven by growth in unconventional production.
Estimates of methane emissions from activities on producing oil and gas sites, such as well completion, routine maintenance, and equipment leaks, are used to develop bottom-up estimates [31, 1]. However, a comparison of bottom-up and top-down estimates indicates that there may be missing sources in bottom-up estimates [32, 69, 52, 11]. Here, we focus on one missing source: abandoned oil and gas wells.

There is no regulatory requirement to monitor or account for methane emissions from abandoned wells in the U.S. Methane leakage through abandoned wells linked to recent growth in unconventional oil and gas production is being studied as a groundwater contamination issue [62, 26, 39, 38, 53], but no direct evidence for leakage through abandoned wells to groundwater aquifers currently exists. Abandoned wells have been connected to subsurface methane accumulations that have caused explosions, which are major concerns in urban areas with oil and gas development or natural gas storage reservoirs, as well as in coal mines [27, 14]. Therefore, any monitoring is focused on detecting large concentrations. The result is a lack of information to quantify methane emissions from abandoned oil and gas wells.

To characterize abandoned oil and gas wells’ potential as a significant methane source, we made first-of-a-kind direct measurements of methane fluxes from 19 wells in various locations across McKean and Potter Counties in Pennsylvania (PA) (Figure 4.1). As shown in Figure 4.1, only 1 of the 19 wells is on the PA Department of Environmental Protections (DEP’s) list of abandoned and orphaned wells. (Orphaned wells can be defined as abandoned wells with no responsible party available, other than the state.) This is indicative of the general scarcity of available information on this class of old wells. Given the lack of records on the wells we measured, no distinction was made between oil and gas wells; the wells were simply categorized as plugged or unplugged, based on surface evidence of cementing and/or presence of a marker. With this criterion, 5 of the 19 measured wells (26%) were classified as plugged.
Figure 4.1: The 19 measured wells are located in McKean County and Potter County in Pennsylvania. The map also shows the location of the 12,131 abandoned, orphaned, and plugged wells on the Pennsylvania Department of Environmental Protection (DEP)’s website as of January 17, 2014. Note that only the western portion of Potter County is shown in the detailed map.
In addition to methane, we also analyzed the samples for ethane, propane, and n-butane, and carbon isotopes of methane, to provide insight on the potential sources of the emitted methane. This work provides previously unavailable data on methane fluxes and other emissions from abandoned oil and gas wells.

4.2 Methods

4.2.1 Site selection

We selected abandoned oil and gas wells for measurement based on location information, access (legal and logistical), wellhead geometry above ground, land cover, geographic coverage, and plugging status. Site visits were made to confirm well locations and evaluate logistical access issues. Wells on both public lands and private properties were considered. Private properties were only considered if the surface landowner granted access since flux chambers were designed to enclose and not touch the well. Effort was made to ensure that wells in different land cover areas were measured and that we had broad geographic coverage.

We measured 19 wells over 5 sampling rounds (Table 4.1) in McKean and Potter Counties in PA. The measured wells were located on four different land cover types: grassland, wetland, river, and forest (Figure 4.1). Five of the measured wells were located in the Allegheny National Forest. Nine were located on a 40-acre private property in Otto Township. The remaining two wells, one on a private property and one in the West Branch Tunungwant Creek, were in the City of Bradford. The three wells in Hebron Township, Potter County, were on two different private properties. At each well site, measurements of 1 to 6 controls located 0.1 to 62 meters from the measured well were taken.

Wells were selected to ensure that the numbers of plugged and unplugged wells measured were representative of abandoned wells in PA (Figure 4.1). The proportion
Table 4.1: Summary of sampling campaigns.

<table>
<thead>
<tr>
<th>Sampling Campaigns</th>
<th>Number of Flux Measurements</th>
<th>Average Of Mean Daily Temperatures over the Sampling Round (°C)</th>
<th>Locations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wells</td>
<td>Controls</td>
<td></td>
</tr>
<tr>
<td>July 17 - 18, 2013</td>
<td>1</td>
<td>0</td>
<td>24</td>
</tr>
<tr>
<td>July 24 - 25, 2013</td>
<td>5</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td>July 31 - August 1, 2013</td>
<td>8</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>October 8 - 11, 2013</td>
<td>13</td>
<td>23</td>
<td>11</td>
</tr>
<tr>
<td>January 26 - 31, 2014</td>
<td>14</td>
<td>15</td>
<td>-12</td>
</tr>
</tbody>
</table>

of measured wells that are plugged (26%) is similar to the proportion of wells that are plugged on the PA DEP list, which is 29%. Only 1 of the 19 measured wells was on the PA DEP’s list of abandoned and orphaned oil and gas wells as of January 17, 2014.

4.2.2 Flux chambers and sampling

Chamber design and construction

Static chamber methodology was adapted from techniques to measure trace gas fluxes from soil-plant systems [47, 75]. For well measurements, multiple-component chambers of various geometries were designed to enclose the wellhead and measure the emissions of methane and other trace gases from the well and the immediate sur-
Figure 4.2: Schematic of flux chamber collar and frame enclosing surface protrusions of an abandoned oil and gas well. All variables other than the chamber diameter, $w$, depend on location.

rounding area (Figure 4.2). For controls, both single- and multi-component chambers were designed. A schematic of the multiple-component chamber (Figure 4.2) shows the distances, $d$ and $h_3$, that separate the well from the chamber.

To accommodate different geometries of surface protrusions (e.g. well casing, monument/marker) and/or cement bases, we built three multiple-component chambers with the following footprints: circular with a 29 cm diameter (small), circular with 50 cm diameter (medium 1), circular with 55 cm (medium 2), and rectangular with widths of 90 cm (large). The chamber heights were adjusted to accommodate surface protrusions and ranged from 0.23 to 2 m. The resulting flux chamber geometries were cylindrical and rectangular prismatic. 97% of measurements were performed using cylindrical chambers.

In the single-component chambers, vent tubes and sampling ports were installed through holes drilled in the rigid bucket. The multiple-component chamber has three major parts: collar, rigid frame, and bag. The chamber collars were made of pre-fabricated cylindrical buckets of rigid plastic material that were trimmed using a jigsaw or aluminum siding with grooves in which a tight bungee cord would be used to seal the collar and the bag (Figure 4.2). Rigid frames were built to support the bag and form cylindrical or rectangular chambers. The frames were made of PVC pipe, rigid plastic, aluminum siding, and/or fence posts. Bags were made of 4 mm-
thick polyethylene drop cloths and designed to snugly fit over the rigid frame and be airtight. Single-component chambers have a height of 25 cm and enclose volumes of 14 to 16 L depending on field conditions. Multiple-component chambers are larger and enclose volumes of 37 to 1400 L.

At least one set of vent tubes and sampling ports were installed on each of the bags. Vent tubes made of Tygon lab tubing with 1/8” (3.1 mm) inner diameter were installed on the top face of each chamber to transmit atmospheric pressure changes to the enclosed air volume. Tube lengths were approximately 1 m, which is more than a factor of 4 greater than minimum lengths recommended in [47]. Sampling ports with one-way Luer connections were created on the side of the chamber at approximately half the height of the chamber. The vent tubes and sampling ports were installed on the chambers using bulkhead connectors, brass hose barbs, and Teflon tape.

To ensure sufficient mixing in these larger chambers, we installed closed-air circulation systems composed of one or more 12 Volt DC cooling fans each powered by 8 AA batteries in all multiple-component chambers. The fans and battery packs were installed on the rigid frame to maximize mixing inside the chamber.

**Chamber deployment**

To obtain a snug fit, minimize soil disturbance, and limit air leakage, the single-component chambers and multiple-component chamber collars were placed in 1” to 2” grooves ($h_1$ in Figure 4.2) in the soil. For multiple-component chambers, the rigid frames were placed on top of the collars, which were secured by PVC fittings, and enclosed within the chamber bag. The chambers were sealed around the collar with either a water lock or with tight bungee cords that fit into grooves around the collars. Chambers enclosing wells were installed around surface protrusions and in some cases, cement bases, and did not touch any material visibly associated with the well.
We also chose flux chambers based on magnitudes of the methane flux. For high emitting wells, larger chambers were deployed to ensure that the chamber could be considered static and concentration changes could be measured at 5-minute intervals. For low emitting wells, smaller chambers were used to minimize sampling duration and maximize mixing.

**Sampling**

Gas samples from chambers were collected in 20 mL *Wheaton* serum vials for gas chromatographic analysis and 150 mL *Wheaton* glass serum bottles or 0.5 to 3 L *SamplePro FlexFilm* air sample bags for isotopic analysis. Butyl rubber stoppers were used in all *Wheaton* vials and sealed with aluminum crimps. Used vials were flushed with more than 100 mL of ultra-high purity nitrogen or air zero. All vials were flushed at least twice with ambient air or air zero and evacuated with a hand or mechanical pump to pressures of <10 kPa. We took 3 to 17 gas samples in 20 mL vials mainly at 5, 10, and 20-minute intervals over durations of 20 minutes to 25 hours depending on knowledge of the methane emissions. For each sample, a 50 mL air sample was extracted from the chamber using a 60 mL syringe, which was then transferred to a vial, using a needle, or directly to a bag. To minimize contamination, syringes were flushed at least 10 times prior to use in a new chamber and at least 5 times between samples taken at different times from the same chamber. We also took one 150 mL and one 0.5 L or 3 L sample from the chambers for isotopic measurements at the end of each measurement period. Throughout the sampling period, the pressure in the chamber was maintained at atmospheric pressure through a vent tube, which was tested occasionally with a flow meter. The samples in glass bottles were analyzed within 3 (4) weeks of collection for alkane (isotope) concentrations.
4.2.3 Analysis

Alkane concentration

$C_1$-$C_4$ light hydrocarbons, including CH$_4$, C$_2$H$_6$, C$_3$H$_8$, and n-C$_4$H$_{10}$, were analyzed using flame ionization gas chromatography (GC) on a Shimadzu GC-2014 instrument. The carrier gas was ultra high purity helium, and hydrocarbon gases were separated on a 10-foot packed Porapak-Q column with a temperature program that involves a 2-minute isothermal period at 100°C followed by a temperature ramp of 10°C per minute to 150°C. The flame ionization detector was held at 200°C. Air samples were extracted from the vials into a glass syringe, equilibrated to atmospheric pressure, and injected into the instrument via a sample loop. Air samples were discarded when the volume extracted into the syringe was less than 5 mL. Instrument precision based on triplicate injections of a 1.00% methane standard is 2% for the July/August 2013 samples, 8% for October 2013 samples, and 2% for January 2014.

Peak identification in the sample chromatograph was accomplished by comparing retention times to those in the chromatograms of pre-mixed gas standards from AirLiquide. These standards were used to develop calibration curves for each gas. The calibration curves were obtained using linear regression of the peak areas and the mixing ratios of the pre-mixed standards, with the intercept set to zero. For methane, we used standards at 2.04 ppmv, 5 ppmv, 50 ppmv, 122 ppmv, 2527 ppmv, 1%, and 100%. Based on this calibration information, the methane concentrations observed in the chamber ranged from 0.82 ppmv to 52%. For C$_2$-C$_4$ alkanes, we used a standard with ethane, propane, and n-butane concentrations of 5 ppmv, 50 ppmv, and 1%. The 5 and 50 ppmv standards also contained i-butane and were only available for the January 2014 samples. The objective for measuring the C$_2$-C$_4$ alkanes was to determine their presence and their relative concentrations. Detection is defined qualitatively by the shape of the peak, relative to the baseline, and a minimum peak
area of $\sim 100$ mVolts-min. Alkane presence at a well or control location was noted when alkanes were detected in at least two samples. For these locations, the average ratio of the $C_2$-$C_4$ alkane with respect to methane was calculated.

**Isotopic concentration**

To measure the C isotopic composition of CH$_4$, a near-IR Continuous Wave-Cavity Ring-down Spectrometer (CW-CRDS) was used. This system consists of four distributed feedback laser diodes (DFB-LD), three of which were tuned to the absorption line peaks of $^{12}$CH$_4$, $^{13}$CH$_4$ and CH$_3$D at 6047 cm$^{-1}$, 6049 cm$^{-1}$ and 6108 cm$^{-1}$, respectively, and a fourth that measured the baseline at 6051 cm$^{-1}$. The multiple laser design provides long-term stability of the system and increases the data acquisition rate. The acquisition frequency was further increased by utilizing a semiconductor optical amplifier to initiate cavity ring-down events. Optical isolators and spacing and orientation of optical elements were all used to prevent any Etalon effects. The optical cavity has a length of 0.653 meters with one pair of super mirrors with reflectivities of over 99.9993% at a wavelength of 1.651 µm. This is equivalent to a 93.3 km absorption path length. A heat controller stabilized the temperature of the cavity at 30±0.05°C. The high repetition rate combined with the super-high reflectivity mirrors and long-term temperature stability yields isotopic measurements of CH$_4$ that are much more precise than can be achieved on current commercial CRDS instruments. The system has a detection limit of 1.9x10^{-12} cm$^{-1}$ corresponding to 10 pptv of CH$_4$ at 100 Torr. CH$_4$ gas isotopic standards that have been analyzed by isotope ratio mass spectrometers were used to calibrate the CRDS. The $\delta^{13}$C-CH$_4$ values were reported relative to Peedee belemnite (VPDB) standard. For ambient air samples that contained 1.9 ppmv CH$_4$ the precision of the $\delta^{13}$C of the CH$_4$ is ±1.7‰[13]. The 25 cc samples were equilibrated with the evacuated cavity to a pressure of $\sim$50 Torr to reduce peak overlaps between CO$_2$, H$_2$O and $^{12}$CH$_4$ absorption
peaks with the CH$_3$D absorption peak. The resulting isotopic precision of $\delta^{13}C$ for atmospheric CH$_4$ was $>2\%_o$ if the concentration is over 100 ppmv.

4.2.4 Flux calculation

Fluxes, in units of mass per time per well, starting at the moment of chamber deployment, were calculated using linear regression in Matlab on the concentration data, $c$ [mass/volume], over time, which is then multiplied by the chamber volume:

$$F = \frac{dc}{dt} \cdot V_e,$$  \hspace{1cm} (4.1)

where $dc/dt$ is the slope of the fitted line for $c(t)$ and $V_e$ is the effective chamber volume. At least three data points, each representing different times, were used in the linear regressions. For most fluxes, five to seven data points were used. We assumed that the volumes of surface protrusions were small relative to the chamber volume. For control locations, fluxes were scaled based on the land areas covered by the chamber for the control and the nearest well location as follows:

$$F_{\text{control,scaled}} = F_{\text{control,raw}} \cdot \frac{A_{\text{well}}}{A_{\text{control}}},$$  \hspace{1cm} (4.2)

where $F_{\text{control,scaled}}$ is the methane flux scaled to the area of the well [mass/time/well], $F_{\text{control,raw}}$ is the methane flux of the control before scaling [mass/time/control], $A_{\text{well}}$ is the ground surface area of the chamber at the well [length$^2$], and $A_{\text{control}}$ is the ground surface area of the chamber at the control [length$^2$]. We calculated fluxes of methane only. Fluxes of C$_2$-C$_4$ alkanes are not presented here since there are insufficient numbers of ethane, propane, and n-butane detections to calculate fluxes in most locations. Also, we have low confidence in the C$_2$-C$_4$ alkane concentrations since a standard in the range of most samples was not available at the time of the July, August, and October 2013 sampling campaigns.
In several chambers, changes in concentration declined with time during the sampling duration. This decline in methane accumulation could be because the chamber could no longer be considered static or due to altered diffusion gradients. For these flux measurements, data from the earlier time points where the relationship is linear and more representative of the flux at the time of chamber deployment, and less likely to be affected by altered concentration gradients, were used. Data from the first 10 to 81 minutes were used for 88% of the fluxes. The sampling duration was based on the assumed magnitude of the flux, with longer durations used for smaller fluxes.

The goodness of fit obtained by linear regression was evaluated with the $R^2$ value. Here, $R^2$ values greater than 0.8 were assumed to lead to a good flux estimate. However, fluxes with low $R^2$ values were not discarded here since this would lead to biased results that favor higher fluxes [76]. $R^2$ values corresponding to the measured methane fluxes are correlated with the absolute value of the flux with low $R^2$ values associated with smaller fluxes (Figure 4.3). Therefore, p-values (null hypothesis: flux = 0) were calculated and fluxes were set to zero for p-values greater than 0.2. This resulted in 2 of the measurements at wells and 12 measurements at controls to have zero fluxes. The 2 zero-flux measurements at wells are one of three measurements made at each of the two wells, which were sampled over 3 sampling campaigns; the other two flux measurements at these two locations are positive and non-zero.

Flux values were discarded if there was clear evidence of contamination. Evidence for contamination is determined by considering the sequence of sampling and equipment usage, concentrations observed at the last location of equipment usage, and comparisons of fluxes to other measurements and published values. A total of 3 flux measurements out of a total of 97 flux measurements were discarded.

Fluxes from controls were compared to published values. Of the measured fluxes at well locations, 90% are 1 to 8 orders of magnitude greater than methane fluxes observed in other areas with similar land cover but without wells [54, 2, 48].
contrast, over half of the methane fluxes from control locations are representative of fluxes found in other areas with similar land cover. However, it is important to note that the control locations may also be affected by the presence of the well.

4.3 Results

4.3.1 Methane fluxes

Methane fluxes from abandoned wells were found to be significantly higher than methane fluxes observed at controls (Figure 4.4). The mean flux at well locations was 11,000 mg/hr/well (0.27 kg/day/well), while the mean flux at control locations was 0.19 mg/hr/location (4.5x10^{-6} kg/day/location). Methane emissions at well locations were based on good linear fits with 88\% of the fluxes having R^2 values greater than 0.8. Positive methane fluxes were observed at all 19 wells with average values ranging from 6.3x10^{-1} mg/hr/well to 8.6x10^4 mg/hr/well. Average methane fluxes at controls ranged from -1.2x10^{-1} mg/hr/location to 4.2 mg/hr/location. Sources of uncertainty included flux chamber design, deployment, sampling, laboratory analysis of samples, and data selection for regression analysis. We estimate that the combined effect of the various sources of uncertainties in flux estimates will lead to errors within a factor of 2.
of our estimate. This error is small relative to the seven orders of magnitude variation in measured fluxes. Furthermore, most of the sources of measurement uncertainty would bias the measured fluxes to be lower than their actual value. Uncertainties in methane flux measurements are discussed further in Section 4.4.

Methane fluxes at well locations appeared to be unaffected by land cover, which included forest, grassland, river, and wetland. In contrast, we found that methane fluxes at control locations were dependent on land cover. A large proportion of fluxes from controls in forests and grasslands were negative (i.e. methane sinks) and ranged from $-10^{-2}$ to $10^{-1}$ mg/hr/location, while the fluxes from controls in wetlands were consistently positive and relatively high, ranging from $10^{-2}$ to $10^{1}$ mg/hr/location. We found seasonal effects were present in controls, with lower methane fluxes observed in the January 2014 sampling round. While there is no evidence of significant seasonal effects in the methane fluxes from wells, additional measurements are needed to reach a firm conclusion.

According to regulations on well abandonment, wells are plugged to limit vertical migration from subsurface source formations (oil and gas reservoirs and coalbeds),

Figure 4.4: A total of 42 and 52 measurements were made at wells and at locations near the wells (controls), respectively, in forested, wetland, grassland, and river areas in July, August, October 2013 and January 2014.
which includes minimizing impacts on groundwater. We found that methane fluxes from plugged wells were not necessarily lower than methane fluxes at unplugged wells. For example, in the grassland area, both the largest and the second lowest methane fluxes originated from plugged wells. Evaluation of plugging status and wellbore integrity was difficult using only visual inspection at the surface and lack of additional information.

4.3.2 Presence of ethane, propane, and n-butane

The presence and concentration of ethane, propane, and n-butane are useful for identifying the methane source as thermogenic or microbial. Because ethane is not co-produced during microbial methanogenesis, the presence of ethane-to-methane ratios greater than 0.01 indicates gas of largely thermogenic origin in groundwater ([53, 81]). A similar threshold is not readily available in literature for propane-to-methane and n-butane-to-methane ratios, but we expect this threshold value to be less than 0.01. Ratios of ethane, propane, and n-butane relative to methane were more frequently greater than 0.01, and at higher values, for wells than for controls (Figure 4.5). The presence of these non-methane hydrocarbons in controls indicates that there may be subsurface horizontal gas flow away from the well and subsequent emissions to the atmosphere. We did not find a consistent ratio for wells or controls with the alkane ratios ranging from $1 \times 10^{-5}$ to 0.8. The high variability in alkane ratios may be a result of mixing between various microbial and thermogenic (deeper) sources.

4.3.3 Carbon isotopes of methane

Carbon isotope information provides additional evidence suggesting that the source of methane from the wells is likely to represent a mixture of microbial and thermogenic sources. In general, methane originating from thermogenic sources is more enriched in $^{13}$C, whereas methane originating from microbial sources is relatively depleted in
Figure 4.5: Average alkane ratios ([C$_2$H$_6$]/[CH$_4$], [C$_3$H$_8$]/[CH$_4$], and [n-C$_4$H$_{10}$]/[CH$_4$]) (a) and proportion of samples with alkane ratios greater than 0.01 (b) at control and well location with detectable ethane, propane, and n-butane concentrations are calculated for samples collected in July, August, and October 2013 and January 2014.

$^{13}$C. We found that the samples collected at wells were likely to be more enriched in $^{13}$C than those collected at controls (Figure 4.6). A comparison of the methane $\delta^{13}$C values to that of known thermogenic and microbial sources [77] indicates that most of the methane fluxes from wells were thermogenic or a mixture of microbial and thermogenic sources. Three of the 26 measurements at wells had methane $\delta^{13}$C values in the microbial range. The methane $\delta^{13}$C values of the measured wells ranged from -71‰ to -21‰. This range is broader than published methane $\delta^{13}$C values of thermogenic methane in natural gas in the northern Appalachian basin, which range from -47.9‰ to -30.7‰ [41]. The methane $\delta^{13}$C values at controls ranged from -85‰ to -56‰, indicating control sources were more likely to be of primarily microbial origin.

Figure 4.6 also shows that locations with larger methane fluxes emitted methane that was more enriched in $^{13}$C. Wells with methane fluxes that were greater than $10^3$ mg/hr/well were likely to be emitting methane of thermogenic origin; while wells with fluxes in the order of $10^0$ to $10^1$ mg/hr/well emitted methane of microbial, thermogenic, or mixed thermogenic/microbial origin. Methane emitted from most control locations is in the microbial range; however, one measurement reveals that methane emitted from control sources can contain thermogenic sources of methane as well. If we consider the integrated fluxes from all these wells, the methane emitted is
Figure 4.6: Composition of carbon isotope of methane for select samples collected at well and control locations in July, August, and October 2013 and January 2014 are compared with the methane flux (top) and the sum of ethane, propane, and n-butane concentrations divided by methane concentrations (bottom).
primarily of thermogenic origin since the high-emitting wells represent a large fraction of the total methane emitted from abandoned wells.

We expected the ratio of the sum of ethane, propane, and n-butane concentrations divided by methane concentrations ($\sum C_2+/CH_4$) to be higher for samples more enriched in methane $\delta^{13}C$ [81]. Instead, we see the opposite with quite a few of the samples depleted in methane $\delta^{13}C$ with large values of $\sum C_2+/CH_4$ in Figure 4.6. This trend may indicate that there may be significant methanotrophic activity occurring in and around the wells.

### 4.4 Uncertainties in methane fluxes

Uncertainties associated with flux chamber design, deployment, and sampling arise from uncertainties in effective chamber volume, incomplete chamber sealing, altered diffusion gradients, equipment contamination, temperature and pressure effects, and microbial activity. Many of these uncertainties bias the calculated fluxes to be lower than actual values.

Uncertainties in effective chamber volume can arise due to the flexibility of the bag material, insufficient mixing inside the chamber, and neglecting connected pore space in soils. To determine the chamber volume, we assumed that the chamber was a cylinder, an elliptic cylinder, or a rectangular/trapezoidal prism. However, both the rigid frame and the bag may deviate from these standard volumes due to equipment damage, and site and environmental conditions. The deviations are most likely in terms of the horizontal area of the multi-component chambers, which has a flexible component. Based on this assumption, the error can range from -32% assuming a 5 cm deviation for the smallest multi-component chamber to 23% assuming a 10 cm deviation for the large rectangular chamber. Insufficient mixing inside the chamber may lead to a smaller effective volume and non-uniform concentration distri-
butions inside the chamber. This is especially of concern in large chambers. The large multiple-component chambers may contain zones where the circulation system does not provide sufficient mixing. These zones are more likely to be present in corners of rectangular chambers and regions blocked by surface protrusions. To test mixing in the large rectangular chambers, we created two sampling ports on opposite sides of the chamber and samples were taken simultaneously from these ports. The sample results show that the error is 12% or less for 5 out of 6 samples and 44% for one of the samples. Additionally, the effective chamber volume can be larger than the volume of the chamber aboveground because it can include the volume of air space belowground, specifically the connected air-filled voids in soil and the air space in the unplugged well. Effective volumes are generally calculated using tracers and such studies have shown that the larger effective chamber volumes due to void space in soil can lead to a 30% underestimate in fluxes [74]. Furthermore, the depth to water surface of unplugged wells varies significantly; the deepest water surface in a measured well was approximately 180 m. There have not been any studies of effective chamber volumes in such cases. The air space in unplugged wells can only lead to larger effective chamber volumes and lower chamber concentrations and fluxes.

Additional sources of uncertainties likely to bias the methane fluxes toward underestimation are air leakage due to imperfect seals and altered diffusion gradients. The leakage through imperfect seals (e.g. between chamber bag and collar), the vent tube, and any damaged zones of the chamber can also lead to an underestimation of flux. It is very difficult to quantify air leakage but we estimate that it is within 20% for random error of static chambers [40]. After chamber deployment, the concentration of the chamber headspace increases, lowering the concentration gradient that is driving any diffusive flux. The altered diffusion gradient can lead to an underestimation of flux by up to 15% in soils without wells [18]. This is mainly a concern for methane fluxes at controls where diffusive processes are more likely to govern.
At high emitting wells, diffusive fluxes are likely to play a minor role. In locations with positive methane fluxes, which include all wells and some controls, this altered diffusion gradient biases the flux to be low.

In all three high emitting wells, we visually observed bag inflation during the sampling period. This signals the potential for two major sources of errors: an underestimate of effective chamber volume, and significant leakage such that the chamber can no longer be considered static. In both cases, the measured fluxes would be biased low.

Equipment contamination can occur when syringes, needles, chambers, and sample containers (glass vials, butyl rubber stoppers, or bags) exposed to high concentrations at a previous site are insufficiently flushed prior to use at another site. Contamination is a concern in this study since very wide ranges of concentrations can accumulate in the chambers. To minimize contamination, we flushed syringes 5-10 times before use in a new site, we did not use the same needle for more than one flux chamber, and we had dedicated flux chambers for measurements at control locations. Quantifying error due to contamination is difficult; however, any contamination would bias the fluxes to be low. We did not have any temperature controls for the chamber and assumed that any temperature variations during chamber deployment were small. We also focused on data collected from the first 20-81 minutes of chamber deployment and any later data were used only if their inclusion led to small changes in flux values. Any changes in atmospheric pressure were assumed to be sufficiently transmitted through the vent tube and were assumed to be small.

Microbial activity is a concern in the chamber during deployment and sampling. Soil microbial communities can either produce CH$_4$ through methanogenesis or consume CH$_4$ via methanotrophic metabolisms, and the rates of these processes are a complex function of temperature, soil moisture, soil type, and other environmental variables [45]. In general, saturated soils will be anaerobic and CH$_4$ sources, while
unsaturated upland soils will be CH$_4$ sinks. As expected, control measurements in wetland areas produced the greatest CH$_4$ fluxes of 8.2 mg/hr/well. Forest and grassland soils produced CH$_4$ at significantly lower rates than wetland soils, and in some cases, were CH$_4$ sinks due to methane oxidation. Methane oxidation in soils enclosed with wells inside chambers would further bias the fluxes low by consuming a portion of the methane emitted by the wells. A comparison of control and well measurements indicates that the impact of microbial activity in surrounding soils was small relative to methane fluxes from the wells, with the mean soil fluxes more than 4 orders of magnitude smaller than mean fluxes from wells.

We synthesized the key sources of uncertainties from flux chambers and sampling, laboratory analysis, and flux calculations to estimate the error in methane emissions estimates to be within a factor of 2. This precision is sufficient given the orders of magnitude variations in measured fluxes.

4.5 Methane emissions from abandoned wells in PA

Total methane emissions from all abandoned oil and gas wells in PA can be estimated from the number of wells and the emissions per well. To obtain an integrated estimate, we used the mean of the measured methane fluxes from the wells (0.27 kg/day/well) as the state-wide emission rate per well. The underlying assumption is that our measurements sufficiently capture the distribution in fluxes from all abandoned wells, which has the corollary implication that 16% of the abandoned wells are high emitters ($\geq$1 kg/day/well). Fourteen out of the 19 measured wells were measured 2 to 5 times. To represent the methane emission factor for a given well on an annual basis, the average of the multiple measurements at each well was used to estimate the “emission factor” for abandoned oil and gas wells.
The number of abandoned oil and gas wells in the U.S. and abroad is highly uncertain. The numbers are complicated by the fact that many of the abandoned wells are “lost” with no evidence of their existence at the surface and/or via public records. The PA DEP has records of 12,127 abandoned, orphaned, and plugged oil and gas wells as of January 17, 2014. However, estimates of the number of abandoned oil and gas wells range from 300,000 to 500,000 in various reports by the PA DEP (Table 4.2). Understanding the uncertainty in these numbers are explored in Chapter 5. We note that the objective of this chapter was to determine the appropriate “emission factor” and not the number of wells.

Table 4.2: Estimates of the number of abandoned oil and gas wells in Pennsylvania.

<table>
<thead>
<tr>
<th>Month</th>
<th>Year</th>
<th>Number of Wells</th>
<th>Notes</th>
<th>Source Title</th>
<th>Created by</th>
</tr>
</thead>
<tbody>
<tr>
<td>April</td>
<td>2000</td>
<td>325,000</td>
<td>approximate</td>
<td>Pennsylvania’s Plan For Addressing Problem Abandoned Wells and Orphaned Wells</td>
<td>PA DEP, Bureau of Oil and Gas Management Bureau of Oil and Gas Management</td>
</tr>
<tr>
<td>August</td>
<td>2012</td>
<td>350,000-500,000*</td>
<td>wells drilled</td>
<td>Oil and Gas Technical Advisory Board Meeting Minutes</td>
<td>PA Oil and Gas Technical Advisory Board</td>
</tr>
<tr>
<td>March</td>
<td>2013</td>
<td>350,000</td>
<td>estimated lower limit</td>
<td>Oil and Gas Well Drilling and Production in Pennsylvania</td>
<td>PA DEP</td>
</tr>
<tr>
<td>n/a</td>
<td>n/a</td>
<td>300,000</td>
<td>estimate</td>
<td>The Well Plugging Program</td>
<td>PA DEP</td>
</tr>
</tbody>
</table>

*There are 10,921 active and inactive wells on the PA DEP list as of March 1, 2014. This would bring the number of abandoned oil and gas wells to 340,000-490,000 but we take the number here as-is assuming these are order of magnitude estimates.

The total anthropogenic methane emissions for Pennsylvania in 2010, estimated by the World Resources Institute (WRI) (as available in their Climate Analysis Indicators Tool), is 15.67 Mt CO$_2$e per year (0.75 Mt CH$_4$ per year), which is based on a global warming potential of 21 following the second assessment report of the Inter-
governmental Panel on Climate Change. We also used gross natural gas withdrawals for Pennsylvania in 2010, which is 572,902 million cubic feet according to the U.S. Energy Information Administration (EIA). We note that non-methane hydrocarbons and other gases are included in the natural gas withdrawal, whereas our emissions estimates considered methane only.

Using the 2010 numbers, we estimated methane emissions from abandoned oil and gas wells in PA to be 0.03 to 0.05 Mt CH$_4$ per year, which corresponds to 4 to 7% of estimated total anthropogenic methane emissions in PA. These leakage rates are equivalent to 0.3 to 0.5% of gross gas withdrawal in PA for 2010. This is in the range of methane emissions from natural gas production, which is estimated to be 0.53 to 0.59% of gross gas production for 2011 [1]. In contrast to oil and gas production activities that are finite in time, methane emissions from abandoned wells are likely to occur indefinitely with cumulative emissions likely being significantly larger than the rates of leakage associated with production.

4.6 Conclusions

Methane emissions from abandoned oil and gas wells appears to be a significant source of methane emissions to the atmosphere. An improved understanding of abandoned oil and gas wells as a methane emission source helps bridge the current gap in local, regional and global methane budgets. Additional measurements are required to characterize and determine the distribution of methane fluxes from abandoned oil and gas wells in Pennsylvania and other regions. Also, “lost” wells must be identified, located, and recorded to improve estimates of the number of abandoned oil and gas wells.

As oil and gas development continues to grow in the U.S. and abroad, the number of abandoned oil and gas wells will continue to grow. Inclusion of abandoned wells
in methane emissions accounting (e.g. GHG emissions inventories) will facilitate an improved understanding of their impact on the environment and the development and implementation of effective mitigation strategies and policies. In addition, the measurements provided here may be useful for characterizing groundwater contamination sources and estimating subsurface accumulations of methane and other fluids.
Chapter 5

Estimating and mitigating methane emissions from abandoned oil and gas wells - Policy analysis and implications

5.1 Introduction

Mitigation of methane emissions provides an opportunity to have a large impact on climate in the short term with currently available technology at relatively low cost [79]. To understand the potential of reducing methane emissions from abandoned oil and gas wells as a low-cost emissions reduction strategy, it is important to accurately estimate the methane emissions potential from abandoned oil and gas (AOG) wells, which can be used to evaluate mitigation strategies.

Methane emissions from AOG wells are not accounted for in any GHG emissions inventories [11], either at the state or national levels in the U.S. or abroad. In the U.S., regulations for oil and gas well development and abandonment are mainly at the state
level. Therefore, we focus on developing methane emission estimates and evaluating mitigation strategies at the state level, specifically for Pennsylvania. Pennsylvania has the longest history of oil and gas production in the U.S. The first commercial oil well in the U.S., known as the “Drake Well”, was drilled in 1859 in Titusville, Pennsylvania. The Bradford Oil Field in northwest Pennsylvania produced 83% of America’s output at its peak in 1881. Oil production in Pennsylvania peaked in 1891 with the peak in production from the McDonald Oil Field in southwest Pennsylvania [17]. Since then, oil production has continued and enhanced oil recovery techniques such as water flooding were developed, leading to significant secondary oil production in the 1930s and 1940s [17]. In the 1882 to 1928 time period, Pennsylvania’s natural gas production was the second highest in the Appalachian Basin, after West Virginia, with a total production of 4,275,960 million cubic feet (121,082 million cubic meters) [6]. In the early 1950s, discoveries of (conventional) natural gas reserves in the Oriskany sandstone in north-central Pennsylvania led to a growth in natural gas production with the Leidy pool and the Tamarak pool having produced 87.6 and 8 billion cubic feet respectively by 1952 [22]. More recently, Pennsylvania experienced significant growth in natural gas development and production due to horizontal drilling and hydraulic fracturing of shale formations (e.g. the Marcellus) and has been the focus of media attention from both economic and environmental standpoints [30]. Throughout the history of oil and gas development in Pennsylvania, both technology and the regulatory environment evolved and this evolution is important when considering the uncertainty in methane emissions from AOG wells.

The uncertainty in methane emissions for AOG wells comes from the lack of measurements and gaps and inconsistencies in reporting. Few measurements of methane fluxes exist and upscaling of these measurements to the entire state is a major source of uncertainty. The total number of AOG wells is also uncertain as regulations on reporting have varied over the years, with permitting of all oil and gas wells only being
required since the Oil and Gas Act of 1984. In fact, many AOG wells in Pennsylvania are essentially lost with no available documentation and/or evidence at the surface. Recently, regulations requiring monitoring or reporting AOG wells near new oil and gas developments have been made; nonetheless, there still are no requirements or incentives for AOG wells to be reported in the remaining areas. Therefore, regulatory actions that promote monitoring and reporting of all AOG wells are needed to reduce uncertainties in methane emissions from AOG wells. Reducing this uncertainty is critical for developing appropriate mitigation strategies.

AOG wells provide a subsurface pathway for fluid migration and these fluids (such as brine, oil, and gas) can contaminate groundwater aquifers, in addition to migrating to the surface and leading to emissions of gases to the atmosphere. Groundwater protection, resource conservation, and safety (reduced explosive risk) are key motivations for “plugging” a well, which is the main abandonment strategy. Plugging AOG wells according to Pennsylvania’s regulations should prevent vertical migration, thereby protecting groundwater and preventing methane emissions from these wells to the atmosphere. However, we have found that “plugged” wells are also sources of methane emissions to the atmosphere (see Chapter 4). The reason behind leakage from plugged wells may be due to degradation of the plug and wellbore integrity, the lack of monitoring and maintenance, and/or poor well completions to begin with, which are economic and policy issues. Therefore, there is a need to consider alternate mitigation strategies that are economical.

In this chapter, issues related to estimating methane emissions from AOG wells at the state level and the uncertainty in these estimates are explored in the context of Pennsylvania. Also, existing regulations related to monitoring and reporting are discussed. In terms of mitigation, we focus on two approaches: plugging and use of emitted gases as an energy source. First, we review the regulations in Pennsylvania related to oil and gas well abandonment, which detail how plugging is performed.
Then, we review Pennsylvania’s Alternative Energy Portfolio Standard (AEPS) to evaluate the potential for gases emitted from AOG wells to be counted as an alternative energy source.

5.2 Estimating methane emissions from AOG wells

Accurate estimation of methane emissions from AOG wells requires good estimates of both the number of wells and the amount of methane emitted per well. According to Pennsylvania’s DEP, estimates for the number of AOG wells in Pennsylvania range from 300,000 to 500,000 (see Chapter 4). We find measured methane fluxes from abandoned oil and gas wells to range over 6 orders of magnitude (see Chapter 4). Here, we exploit our understanding of the history of oil and gas development in Pennsylvania to provide a framework for understanding these uncertainties. This is followed by a discussion of approaches to integrate these emissions into GHG emissions inventories and issues related to monitoring and reporting of methane emissions from AOG wells.

5.2.1 Number of AOG wells

Aside from abandoned wells on the Pennsylvania Department of Environmental Protection’s (DEP’s) list, estimates of the number of AOG wells available on various documents/databases on the Pennsylvania DEP website (Chapter 4) do not provide information on how these numbers were determined [61]. As mentioned in Chapter 4, the number of AOG wells on DEP’s list is likely to be a gross underestimate. Here, we gather available information on the number of wells drilled in Pennsylvania since 1859 and use this with the number of active and inactive wells to estimate a range of possible numbers of AOG wells in Pennsylvania. This approach should capture all
abandoned wells, including those that have been orphaned and/or lost. (In general, orphaned oil and gas wells are abandoned oil and gas wells, for which a responsible party, other than the state, is no longer available.)

Distribution of AOG wells

The number of abandoned and orphaned oil and gas wells on DEP’s list has been approximately 12,000 for the past year, ranging from 12,061 in April 2013 to 12,127 in January 2014 as shown in Table 5.1. Although 12,000 is an order of magnitude lower than other estimates (Table in Chapter 4), a review of the DEP’s list is useful since it provides information on the county, municipality, API (American Petroleum Institute) number, well status (orphaned, abandoned, plugged), farm name, well type (oil, gas, injection, combined oil and gas, dry hole), and GPS location information. The DEP’s list does not provide information on depth of the well, the year the well was drilled/abandoned/plugged, and the owner/operator of the well. Here, we focus on the total number of AOG wells (including plugged and orphaned) included in the DEP’s list and map their distribution at the county level (Figure 5.1). We see that AOG wells on DEP’s list are concentrated in western Pennsylvania with the largest number of AOG wells in McKean County, where the Bradford Oil Field is located. The distribution appears to correspond well with our understanding of the history of the conventional oil and gas development in Pennsylvania but is likely to change with the recent drilling activity centered in northeast and southwest Pennsylvania.

<table>
<thead>
<tr>
<th>Date Accessed</th>
<th>Total</th>
<th>Plugged</th>
<th>Orphaned</th>
<th>Abandoned</th>
</tr>
</thead>
<tbody>
<tr>
<td>April 2013</td>
<td>12,061</td>
<td>3444</td>
<td>6331</td>
<td>2286</td>
</tr>
<tr>
<td>August 2013</td>
<td>12,121</td>
<td>3459</td>
<td>6327</td>
<td>2335</td>
</tr>
<tr>
<td>January 2014</td>
<td>12,127</td>
<td>3467</td>
<td>6322</td>
<td>2338</td>
</tr>
</tbody>
</table>
**Historical oil and gas well drilling**

We gather data from historical documents and databases on the number of wells drilled per year throughout the history of oil and gas development in Pennsylvania, which began in 1859 (Figure 5.2). Since our goal is to determine the number of AOG wells that may lead to methane emissions, we need to consider all oil and gas wells drilled including those that were drilled for enhanced recovery purposes, not completed, and dry. (Dry wells are simply drilled wells incapable of producing *enough* oil and gas to justify costs associated with completion and can be a source of methane emissions to the atmosphere.) Ref. [6] state that the total number of wells drilled in Pennsylvania by 1928 was 168,190. Ref. [6] also present data on the number of wells drilled from 1859 to 1928 in the Pennsylvania and New York (NY) portion of the Appalachian Basin, which is shown in Figure 5.2. Production in the New York portion of the Appalachian Basin became significant in 1876 but was still dominated by production in Pennsylvania, which represented 90% of the total production in Pennsylvania and New York. In fact, the number of wells drilled for Pennsylvania and New York [6] is similar to the number of wells drilled for Pennsylvania only [7]. There is a gap in available data from 1929 to 1949. For 1951 to 1991, the Pennsylvania Department
of Environmental Resources (DER) published annual to bi-annual progress reports, with the last report published in 1993 [17]. These progress reports contain information on oil and gas production and wells drilled and completed. The discontinuation of these reports is likely due to the split of DER into the Department of Conservation and Natural Resources (DCNR) and the DEP in 1995. There is another gap in data from 1992 to 2007 in terms of the number of wells drilled/completed, after which the number of wells drilled as reported by operators to the DEP are available [65].

Figure 5.2: Historic data on number of wells drilled in Pennsylvania (PA)

For the gaps in the number of wells drilled (1929-1949 and 1992-2007), one option is to interpolate between the number of wells drilled in the year before and the year after. As shown in Figure 5.2, there is large year-to-year variability, especially in the late 1800s and early 1900s, and an interpolation based solely on these two years may lead to a bias. Therefore, we also use an alternate method that involves taking the
average of wells drilled per year from the preceding and following time periods and interpolating between these two numbers. Both methods are used to determine the number of wells drilled in the years with missing data. With these interpolations, we can use the data in Figure 5.2 to calculate the total number of wells in Pennsylvania during these time periods. From this total number, we subtract the number of active and inactive wells (available from the DEP), which is 10,921 as for March 1, 2014, to get the total number of AOG wells (Table 5.2). The total number of AOG wells, not accounting for enhanced recovery wells, range from 280,000 to 310,000.

After the Bradford Oil Field peaked in 1881, the field continued to produce significant quantities of oil due to enhanced recovery methods, mainly water flooding. Ref. [3] estimate the discovery and development of water flooding techniques to be in the 1880s and 1890s. However, water flooding was illegal in Pennsylvania until 1921
and water flooding wells drilled prior to 1921 are unlikely to be represented in any records. Even after 1921, it does not appear that enhanced recovery wells were considered oil and gas wells and are likely to be under-reported until 1995 when the 1992 amendments of the Oil and Gas Act of 1984 came into play. In some DER progress reports, the number of oil and gas wells presented are stated to not include wells for enhanced recovery; while others are less clear. One exception is the progress report for 1952 in which [22] states that the number of oil and gas wells (including dry wells) drilled in 1952 is 1899, of which 1366 (72%) are for enhanced recovery. If we use the 1952 ratio of all wells to wells not related to enhanced recovery (1899:533 = 3.6:1) from 1859 to 1994, we obtain 910,000 to 970,000 AOG wells (Table 5.2). There is significant uncertainty in the numbers for 1859 to 1928 and thus, it is difficult to say that application of the factor of 3.6 leads to an overestimate. In the 1929-1949 time period, the factor of 3.6 is likely to be on the low side for two reasons: (1) the “five-spot” method, developed in 1928 [3], meant that 4 additional wells were drilled for enhanced recovery, and (2) we did not represent the increase in drilling that is likely to have accompanied Pennsylvania’s second peak in production in the 1930s and 1940s, which largely came from water flooding in the Bradford Oil Field. For the 1950-1994 time period, the factor of 3.6 may lead to an overestimate near the end of this time period as water flooding became less popular. Therefore, the factor of 3.6 applied to the 1849 to 1994 numbers may lead to both over and underestimates. For the 1995 to 2007 time period, our estimates are likely to be on the low side since we did not apply any factors for enhanced recovery and our interpolation methods are unlikely to have captured any peaks in wells drilled prior to 2009 (although a peak in the number of permits issued occurred in 2008). Putting all of this together, we estimate the number of AOG wells in Pennsylvania to range from 280,000 to 970,000. This increases the range in estimates of methane emissions from AOG wells to 4 to 13%
of current total estimated annual anthropogenic methane emissions in Pennsylvania using the average methane fluxes of the 19 measured wells.

Figure 5.2 also shows the number of permits issued for oil and gas wells (DEP database). There are 18 permits issued from 1918 to 1955. It is unclear whether these permits are a result of typographic errors or are actual permits issued. Either way, the number of permits issued from 1918 to 1955 is not useful for determining the number of oil and gas wells drilled during this time period. For example, other sources report number of wells from the 1918 to 1929 to be in the thousands, however, virtually no permits were issued during this time period. In 1956, there is a dramatic increase in the number of well permits issued, which is when permitting of new drilling in Pennsylvania began. However, the number of permits are less than the total number of wells drilled including those for enhanced recovery, confirming that permitting of enhanced recovery wells was not requied. In general, trends in the number of permits issued are echoed in the number of wells drilled but with less pronounced peaks, which occur in 1984 and 2008. Pennsylvania’s Oil and Gas Act of 1984 modernized Pennsylvania’s regulations related to oil and gas development and some of the permits may be for wells drilled prior to 1984. The second peak in 2008 is likely related to the recent shale gas boom in Pennsylvania. The proportion of permits issued that end up as new wells drilled varies from 27% to 85% with an average of 49% for 1951 to 2013. Estimating the number of wells drilled based on permits issued is likely to lead to large underestimation or overestimation and thus, we do not directly use the number of permits issued to estimate the number of wells drilled here.

So far, we only focused on AOG wells, which includes orphaned and lost oil and gas wells. However, there is another well category, in which wells are labeled as “inactive”. The numbers presented above do not include inactive wells that may also be leaking methane into the atmosphere. According to Chapter 78 of the Pennsylvania Code 78.102 on “Criteria for approval of inactive status”, the owner or operator must
monitor these wells on an annual basis, specifically the “annular vents for gas flow volumes”. If this gas flow volume exceeds 5,000 cubic feet per day (141.6 m$^3$/day), “the owner or operator is required to notify” the DEP and “take remedial action approved” by the DEP. This rate is significantly larger than the highest measured methane flux in Chapter 4, which is 3.2 cubic meters per day. Since we do not have any data on these “inactive” wells, we assume that they are sufficiently managed and are not included in the above calculations but note that they may also be a significant source of methane to the atmosphere.

Given the 150-year history of oil and gas development in the U.S. and the corresponding changes in technology and regulatory environments, the number of AOG wells in other states is likely also uncertain and may require analysis similar to that performed here for the number of AOG wells. Figure 5.2 shows the number of wells drilled in California from 1973 to 2009 are similar to the number drilled in Pennsylvania. California, where the first commercial oil well was drilled in 1865 [6], is likely to have a number of AOG wells on the same order of magnitude as Pennsylvania.

### 5.2.2 Emission estimates per AOG well

Measurements in Chapter 4 show that the average methane flux from AOG wells are controlled by outliers. In fact, removing the three AOG wells with fluxes of $10^4$ mg/hr/well results in an average that is an order of magnitude lower. This is significant since the average flux is used as the “emission factor” when estimating methane emissions from AOG wells. Therefore, the distribution of these outliers and the attributes that identify them are important.

Using data from Alberta’s Energy Resources Conservation Board, [87] identified and evaluated well attributes that impact well bore leakage, which are summarized in Table 5.3. This work was done in the context of understanding the role of abandoned wells and the risk of leakage from CO$_2$ storage formations in deep saline aquifers.
Information on most of the attributes listed in Table 5.3 is not available for the AOG wells measured and presented in Chapter 4. As a result, we focus on geographic area and whether the AOG well is plugged (i.e. cemented). However, as more measurements and information becomes available, other attributes identified by [87], including those found to have minor or no impact, should be explored.

Table 5.3: Well attributes and their impact on well bore leakage by [87]

<table>
<thead>
<tr>
<th></th>
<th>No Impact</th>
<th>Minor Impact</th>
<th>Major Impact</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Well age</td>
<td></td>
<td>Licensee</td>
<td>Geographic area</td>
</tr>
<tr>
<td>• Well-operational</td>
<td></td>
<td>Surface-casing depth</td>
<td>Wellbore deviation</td>
</tr>
<tr>
<td>mode</td>
<td></td>
<td>Total depth</td>
<td>Well type</td>
</tr>
<tr>
<td>• Completion</td>
<td></td>
<td>Well density</td>
<td>Abandonment method</td>
</tr>
<tr>
<td>interval</td>
<td></td>
<td>Topography</td>
<td>Oil price, regulatory changes, and SCVF/GM testing</td>
</tr>
<tr>
<td>• H$_2$S or CO$_2$</td>
<td></td>
<td></td>
<td>Uncemented casing/hole annulus</td>
</tr>
<tr>
<td>presence</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4 presents the average, maximum, and minimum fluxes based on well status (plugged vs. unplugged) and geographic area (county) using the measurements from the 19 wells presented in Chapter 4. Unplugged wells have a mean methane flux that is 2 orders of magnitude larger than the mean for plugged wells. Fluxes from unplugged wells range over 6 orders or magnitude; while fluxes from plugged wells range over 4 orders of magnitude. Both the largest and smallest fluxes are observed at unplugged wells. Further, the maximum methane flux from plugged wells is only 1 order of magnitude smaller than the maximum methane flux from unplugged wells. The narrower range of values for plugged wells may be because fewer plugged wells were measured. Therefore, it is difficult to conclude based on these measurements, especially given the relatively small number of samples, that plugged wells emit less methane than unplugged wells on a per well basis. In terms of geographic area, Potter County, where gas development in the Oriskany sandstone took place, appears to have higher methane fluxes per well. However, relatively few measurements were
Table 5.4: Measured methane fluxes by attributes

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Well status</th>
<th>Count</th>
<th>Methane Flux per Well (mg/hr/well)</th>
<th>Average</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well status</td>
<td>Unplugged</td>
<td>14</td>
<td></td>
<td>2E+04</td>
<td>6E-01</td>
<td>9E+04</td>
</tr>
<tr>
<td></td>
<td>Plugged</td>
<td>5</td>
<td></td>
<td>8E+02</td>
<td>1E+00</td>
<td>4E+03</td>
</tr>
<tr>
<td>Geographic area</td>
<td>Potter County</td>
<td>3</td>
<td></td>
<td>6E+04</td>
<td>6E+03</td>
<td>9E+04</td>
</tr>
<tr>
<td></td>
<td>McKean County</td>
<td>16</td>
<td></td>
<td>3E+03</td>
<td>6E-01</td>
<td>5E+04</td>
</tr>
</tbody>
</table>

made in Potter County (3 out of 19) and these measurements were confined to a relatively small region (<2 mi²) in the northeastern portion of the county. Additional measurements of methane fluxes from AOG wells should be made and the attributes that most influence these fluxes should be identified and evaluated. Understanding the attributes that control emissions from AOG wells can allow for the development of efficient measurement plans and mitigation strategies.

5.2.3 Reporting and monitoring

To reduce uncertainties in the methane emissions potential of AOG wells and to promote mitigation, improved reporting and monitoring of AOG wells is needed. In Pennsylvania, oil and gas development and production is overseen by the DEP’s Office of Oil and Gas Management (OOGM) pursuant to the Oil and Gas Act, the Coal and Gas Resource Coordination Act, and the Oil and Gas Conservation Law. This office is also responsible for the Abandoned and Orphan Well Program. A well owner or operator is supposed to identify AOG wells on property that they own or lease (The General Assembly of Pennsylvania, House Bill No. 1950); however, there is no clear requirement for these wells to be reported to the DEP. According to the DEP website, if an AOG well is found by the general public, the DEP is supposed to be notified within 60 days of its discovery. Once an AOG wells is reported, the DEP is supposed to investigate the well to determine if it qualifies as an abandoned or orphan well and should include the well in its database. Given the fact that only 12,000 wells out of the 280,000 to 970,000 existing AOG wells are included in this database, there
appears to be a lack of discovery and/or reporting of AOG wells and updating of the database. In fact, DEP’s database of AOG wells grew by only 66 wells in a 10 month period (Table 5.1). At this rate, it will take over 3000 years for even the lower bound in the number of AOG wells (280,000) to be reported and included in DEP’s database.

Reporting and monitoring under the current Abandoned and Orphan Well Program in Pennsylvania is not designed to quantify methane emissions. Methane emissions from AOG wells are not included in any emissions inventories. However, their inclusion in emissions inventories is likely to be important for promoting mitigation since inventories are used to evaluate emissions reduction priorities [64]. GHG emissions including emissions of carbon dioxide, methane, nitrous oxide, hydrofluorocarbons, perfluorocarbons, and sulfur hexafluoride are estimated by the Pennsylvania Climate Change Advisory Committee (CCAC) as a part of the Commonwealth’s Climate Change Action Plan (CCAP), which must be updated every three years pursuant to the Pennsylvania Climate Change Act of 2008 [64]. To estimate the GHG emissions for the Commonwealth, the CCAC uses U.S. Environmental Protection Agency’s (USEPA’s) State Inventory and Projection Tool [64] and presents the results in the CCAP in terms of CO$_2$ equivalents, lumping together the GHGs emitted from each industrial sector. Much of the CCAP is dedicated to detailing plans for reducing GHG emissions, which include switching from coal to natural gas for electricity production, reduced fugitive emissions, and inclusion of waste-to-energy facilities in the AEPS. There is no mention of AOG wells in the latest CCAP [64].

Methane emissions are generally estimated as a part of GHG emissions inventories by the USEPA at the federal level and by states using USEPA’s guidelines. Therefore, for methane emissions from AOG wells to be included in GHG emission inventories both at the state and federal level, action must be taken by the USEPA. The USEPA should develop and adopt a methodology to account for these emissions and guidelines
should be published. Current methodology should focus on measurement-based methods so that more data on methane emissions potential become available. Given the fact that methane emissions from AOG wells are spatially distributed, measurements of these wells are unlikely to be promoted in USEPA’s GHG Reporting Program, which are for facilities with emissions equal to or greater than 25,000 metric tons of CO$_2$e (40 CFR Part 98). It is difficult to implement a reporting program that relies on industry to report methane emissions from AOG wells since there is no industry that remains responsible for them. Therefore, an alternate approach to incentivize and finance reporting and monitoring is required.

Further, state programs responsible for AOG wells should not focus solely on plugging but also on building an accurate and comprehensive database of these wells. Current Pennsylvania regulations (Pennsylvania Code, Chapter 78) require well records providing many of the attributes listed in Table 5.3 to be provided to the DEP. However, this regulation does not address the issue of missing data on older AOG wells, which require compilation of historical public and industry records.

5.3 Mitigation options

Regulations for oil and gas wells in Pennsylvania, but also in most states, require wells to be plugged upon abandonment for groundwater protection, oil and gas resource conservation, and safety. Reducing gases emitted to the atmosphere is not one of the goals of plugging and in the coal areas of Pennsylvania, venting may even be required. Therefore, we review current trends in plugging of AOG wells and regulations on plugging to evaluate the potential of current regulations to reduce methane emissions from AOG wells. Given that the total methane emissions from AOG wells are governed by the high emitting wells, we explore the option of using gases emitted from these wells. Specifically, we review Pennsylvania’s AEPS to determine if gases
emitted from AOG wells can be considered an alternative energy source under current regulations.

5.3.1 Plugging

There are many methods to plug a well but in general, a plug (often a cement plug) is placed and cemented in an abandoned well over intervals that intersect formations to be isolated. Formations that require isolation include oil and gas formations (including those that are depleted), coal layers, and groundwater aquifers. To ensure that these formations are sufficiently isolated, plug intervals are required to extend from a specified distance below the bottom of the formation to a specified distance above the top of the formation. Intervals below or between plugs may be left unfilled or may be filled. Additionally, a plug is placed and cemented near the surface and the well is filled with material to the surface. Often, a marker at the surface is required to identify the well as a plugged well. Also, production casings are typically removed before plugging. According to the Interstate Oil & Gas Compact Commission (IOGCC), the average cost to plug a well varies from $6,000 to $12,000 [37].

In Pennsylvania, the DEP is responsible for plugging orphan AOG wells, which is funded by the Abandoned Well Plugging Fund and the Orphan Well Plugging Fund. A $50 surcharge is added to new well permits for the Abandoned Well Plugging Fund. Additional surcharges of $200 for gas wells and $100 for oil wells on new well permits are used to finance the Orphan Well Plugging Fund. A total for 66 wells were plugged from April 2013 to January 2014 according to changes in the number of DEP plugged wells on the DEP’s list (Table 5.1). At this rate, it will take 180 years to plug the 6,300 orphan wells currently on the DEP’s list. (We do not include abandoned wells that are not considered to be orphans here since the costs of plugging should be covered by the owner / operator of the well.) This implies that there may not be sufficient funding available for plugging and that changes to the Orphan Well
Plugging Fund may be required. Currently, given the large number of AOG wells that require plugging coupled with limited funding, the DEP prioritizes wells based on the risk they pose to human health and safety and their potential to contaminate air, water, and soil [63]. It is unclear whether these priorities also promote plugging of AOG wells that emit large quantities of methane.

Table 5.5 summarizes key aspects of Pennsylvania’s regulations on plugging, which vary depending on whether the well is in a coal area, whether the well penetrates a workable coal seam, the condition of the surface (or coal protective) casing, and the condition of the production casing. In coal areas, vents are generally required, which implies that methane may be emitted intentionally from these plugged wells. In non-coal areas, vents are not required but the length of the plug below the surface is reduced from 100 to 200 feet to a 50-foot minimum. The plug material required for the plug interval over stratum bearing or having borne oil, gas, or water is generally cement, which is defined as a “mixture of materials for bonding or sealing that attains a 7-day maximum permeability of 0.01 millidarcies”. However, when the production casing is cemented, the regulations offer the option of a mechanical plug, and in workable coal seams, expanding cement plugs and bentonite gels are also given as options. The top and bottom of a plug interval is defined by specified distances above the top and below the bottom of the “stratum bearing or having borne oil, gas, or water” respectively. These specified distances varies from 20 to 100 feet, with less stringent options being available in the case of cemented production casings. The interval between plugs may be left unfilled when the production casing is cemented; these intervals are required to be filled with nonporous material when the production casing is not cemented or not present. Nonporous material is defined in the Pennsylvania Code, Chapter 78, as “nontoxic earthen mud, drill cuttings, fire clay, gel, cement or equivalent materials approved by the Department that will equally retard the movement of fluids”. However, in the Coal and Gas Resources Coordinate
Act, the definition of nonporous material is “sand pumpings, mud or other equally nonporous material” in section 13(1) but “bentonite gel or other equally nonporous material” in section 13(3). The porosity and permeability of sand and mud differ by many orders of magnitude [70] and therefore, it is unclear how much fluid migration between the plugs is permitted. Nonetheless, these plugging requirements should be sufficient for zonal isolation of oil and gas bearing formations (or strata) and groundwater reservoirs, which ideally should prevent vertical migration of fluids from oil and gas formations to groundwater reservoirs or to the surface. However, a key assumption here is that the depths and thicknesses of the oil and gas formations and groundwater reservoirs are known and any uncertainties are within the 20, 50 or 100 feet buffers in plug intervals.

Abandonment methods and regulations along with oil and gas production technology have changed significantly over the past 150 years of oil and gas production in North America [87, 43]. Many plugged wells are likely to have been plugged differently than as detailed in the regulations in Table 5.5. Furthermore, integrity of the plug and well bore degrades over time due to geologic conditions and events, other oil and gas production activities, and presence and chemistry of fluids that are in contact with the plug and well bore. However, there are no regulations that require monitoring of plugged wells for leakage of methane and other gases.

5.3.2 Usage as an alternative energy source?

According to Pennsylvania’s Plan for Addressing Problem Abandoned Wells and Orphaned Wells [63], the DEP’s plan is to prioritize plugging “problem wells” and to encourage adoption. (Problem wells are defined as “wells that threaten the health and safety of people or property or pollution of the waters of the Commonwealth”.) Encouraging adoption is aimed at the oil and gas industry. AOG wells are unlikely to produce oil and/or gas above the economic limit. However, the industry may adopt
a well to use it as an enhanced recovery well or to use it for other purposes such as waste injection. Given that the number of AOG wells on the DEP’s list have grown from approximately 8,000 in 2000, when the plan was published, to 12,000 today, it appears that additional strategies should be added to Pennsylvania’s plan for addressing AOG wells. We propose the strategy of considering gases emitted from AOG wells to promote its use locally by landowners for residential or commercial use and reporting and monitoring of these wells.

According to the U.S. Energy Information Administration (EIA), the residential, commercial, and industrial price of natural gas as of January 2014 are $9.24, $8.09, and $5.61 per thousand cubic feet of gas. The highest emitting abandoned well emits 3.2 cubic meters of methane per day. We can use the rate of emitted methane only (although natural gas is generally 70-90% methane) to estimate the value of the emissions at $376, $330, and $220 per year for residential, commercial, and industrial users of this high emitting well. If plugging costs range from $6000 to $12,000, it would take 16 to 32 years to generate enough savings from the use of emitted methane, without accounting for interest rates and changes in the price of natural gas. Therefore, the savings from the use of the emitted methane may not be a sufficient incentive to promote use.

Here, we consider the inclusion of gases emitted from AOG wells in Pennsylvania’s AEPS so that an additional source of revenue can incentivize their use. Alternative energy resources currently included in Pennsylvania’s AEPS are presented in Table 5.6. The alternative energy resources are as presented in the Pennsylvania AEPS Alternative Energy Credit Program website, the AEPS annual reports [72, 73], Pennsylvania Code Chapter 75.1, and in PJM-EIS generation attribute tracking system (GATS) (Table 5.7). We have attempted to match the definitions from these sources; however, there are some uncertainties as to whether we have correctly matched the categories with italicized definitions in Table 5.6. For example, black liquor is listed
as a resource type on the AEPS website and in GATS as a Tier I energy source. However, there is no explicit mention of black liquor in Chapter 75.1 and the closest possible definition is assumed to be biomass energy. Further, black liquor can qualify as both a Tier I and Tier II resource. Another arbitrary resource type is “Other gas”, which can be related to biomass energy, biologically derived methane gas, or demand-side management. It appears that the actual alternative energy resource types are based on interpretations of the definitions in Pennsylvania Code Chapter 75.1

Therefore, we can consider gases, including methane but also other hydrocarbons, emitted from AOG wells as:

- Biologically derived methane gas, “which includes methane from the anaerobic digestion of organic materials from yard waste, such as grass clippings and leaves, food waste, animal waste and sewage sludge. The term also includes landfill methane gas.” (Tier I)

- Demand-side management, which includes “reuse of energy from exhaust gas or other manufacturing by-products that are used in the direct production of electricity at the facility of a customer” (Tier II)

- Distributed generation systems, “which means the small-scale power generation of electricity and useful thermal energy” (Tier II)

It is important to note that many of the definitions use the word, “includes”, which allows for other sources not explicitly mentioned in the regulations to be eligible.

The AEPS categorizes sources as Tier I and Tier II. The alternative energy requirement for 2012 was 3.5% and 6.2% of total energy sold for Tier I and II resources respectively [73]. There is a separate requirement just for solar, which is 0.0325% of total energy sold [73]. The weighted average price of alternative energy credits (AECs) in 2012 is $180.39, $5.23, and $0.17 for solar, Tier I, and Tier II resources
For the 2013 energy year, the AEC prices have increased for Tier I and II sources to $8.31, and $0.22.

Each AEC equals 1 megawatt hour (MWh) of alternative energy produced. According to the U.S. EIA, 7.96 Mcf (thousand cubic feet) of natural gas is required to generate 1 MWh of electricity, assuming a heat rate of 8,039 Btu/kWh and a fuel heat content of 1,023,000 Btu per Mcf. This translates to 5.1 AECs per year for the high emitting well (methane emission rate of 3.2 cubic meters per day), which amounts to $26.76 and $0.87 using Tier I and II average prices for 2012 and $42.52 and $1.13 using Tier I and II average prices for 2013. With an additional revenue of $42.52 assuming qualification as a Tier I source, the years needed to recover the cost of plugging range from 14 to 29 (without accounting for interest rates and changes in natural gas prices). Two of the potential alternative energy resource types that AOG wells can fall under are in Tier II. Given the low price of Tier II AECs, it is unclear whether the inclusion of AOG wells as a Tier II resource will be sufficient to promote its use.

However, the AEC prices are highly volatile with Tier I prices ranging from $0.13 to $100.00 and Tier II prices ranging from $0.01 to $20.00 in 2013. Additional details on AEC prices, in terms of location, resource, and facility, are needed to evaluate the ability of the AEPS to promote the use of gases emitted from AOG wells. Further, the value of the emitted methane is quantified here relative to natural gas prices. Therefore, increases in natural gas prices can make the use of gases emitted from AOG wells more valuable. Note that other valuable gases (such as propane and butane) are also emitted from these wells and their value should also be included in any economic valuation.

The potential for AOG wells to be considered as an alternative energy resource may promote reporting of these wells and monitoring of gases emitted. The reporting and monitoring promoted is likely to be biased towards high-emitting wells, which
will have a significant impact on overall methane emissions. A more detailed study on the economics of plugging and use, including interest rates and changes in natural gas prices, with detailed AEC prices is needed.

5.4 Conclusions

With currently available data, we estimate that there are between 280,000 and 970,000 AOG wells in Pennsylvania, which translates to 4 to 13% of total estimated state-wide anthropogenic methane emissions in Pennsylvania. Methane emissions from AOG wells remain highly uncertain due to uncertainties in the number of wells drilled over the years and variability in methane emissions per well. The history of oil and gas development in the region is critical for determining the number of AOG wells. In Pennsylvania, this requires the consideration of wells drilled for enhanced recovery and the changes in regulations on permitting, registration, and reporting. In terms of emissions per well, high emitters govern total methane emission estimates and mitigation of only these high emitters (which represent 16% of measured wells in Chapter 4) leads to an order of magnitude reduction in estimated methane emissions. More field measurements are needed and measurement plans should be aimed at identifying attributes that aid in finding these high emitters.

Reducing methane emissions from AOG wells does not appear to be a goal in well abandonment regulations. Well abandonment, as currently described in Pennsylvania’s regulations, focuses on well plugging and does not include monitoring. Measurements presented in Chapter 4 have shown that these plugged wells do emit methane. Although plugging should prevent vertical migration of fluids, especially from oil and gas formations uncertainties in the depths and thicknesses of formations bearing oil, gas, and/or water and the possible degradation of the plug over time makes the effectiveness of plugging for reducing methane emissions uncertain. Also,
in the case of wells in coal areas, gas vents designed to emit methane and other gases are required.

Gases, including methane and other hydrocarbons, emitted from AOG wells may be considered as an alternative energy resource under current definitions. We believe that the consideration of gases emitted from AOG wells as an alternative energy source is valuable for both promoting its use but also for catalyzing reporting and monitoring. Based on current AEC pricing, the inclusion of gases from AOG wells will reduce the number of years to recoup the cost of plugging by 2 to 3 years. However, given the volatility in AEC and natural gas prices, further research on the economics of this option must be studied.

Similar analysis of the history of oil and gas development is needed in other states to estimate the methane emissions from AOG wells for the state and for the U.S. Such analysis is necessary for including methane emissions from AOG wells into national GHG emissions inventories and to bridge the current gap in top-down and bottom-up methane emission estimates. Improved methane emission estimates can aid in evaluating, developing and implementing cost-effective methane emission reduction strategies, such as addressing methane emissions from AOG wells.
Table 5.5: Summary of plugging requirements in Pennsylvania Code, Chapter 78, and Section 13 of the Coal and Gas Resource Coordination Act

<table>
<thead>
<tr>
<th>Plugging Requirements</th>
<th>Plug material</th>
<th>Plug interval over stratum bearing or having borne oil, gas or water</th>
<th>Interval below and between plugs</th>
<th>Plug below the surface or coal protective casing seat</th>
<th>Gas vent</th>
</tr>
</thead>
<tbody>
<tr>
<td>§ 78.92 In coal areas with cemented surface or coal protective casing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(a) Production casing not cemented or not present</td>
<td>Cement</td>
<td>Minimum of 50 feet above and below plugs</td>
<td>Filled with nonporous material</td>
<td>100-foot plug</td>
<td>Yes</td>
</tr>
<tr>
<td>(b) Production casing cemented</td>
<td>Cement or Department-approved mechanical plug</td>
<td>Minimum of 20 to 100 feet above and 50 feet below plugs</td>
<td>no explicit statement</td>
<td>200-foot plug</td>
<td>Yes</td>
</tr>
<tr>
<td>(c) Penetrates workable coal seams (section 13(a)(1), (2), (3) or (4) of the Coal and Gas Resource Coordination Act)</td>
<td>Expanding cement plug, bentonite gel</td>
<td>Minimum of 20 to 50 feet above and below plug</td>
<td>Filled with bentonite gel in some cases</td>
<td>100-foot plug</td>
<td>Yes in (1), (2), (4)</td>
</tr>
</tbody>
</table>

| § 78.93 In coal areas with surface or coal protective casing anchored with a packer or cement |
| (a) Production casing not cemented or not present | Cement | Minimum of 50 feet above and below plugs | Filled with nonporous material | 100-foot plug | Yes |
| (b) Production casing cemented | Cement or Department-approved mechanical plug | Minimum of 20 to 100 feet above and 50 feet below for plugs | no explicit statement | 200-foot plug | Yes |
| (c) Penetrates workable coal seams (13(a)(2) or (4) of the Coal and Gas Resource Coordination Act) | Expanding cement plug, bentonite gel | Minimum of 20 to 50 feet above and below plug | Filled with bentonite gel in some cases | 100-foot plug | Yes |

| § 78.94 In noncoal areas with surface casing not cemented or not present |
| (a) Production casing not cemented or not present | Cement | Minimum of 50 feet above and below | Filled with nonporous material | 50-foot plug at minimum | No |
| (b) Production casing cemented | Cement or Department-approved mechanical plug | Minimum of 20 to 100 feet above and 50 feet below for cement plugs | no explicit statement | 50-foot plug at minimum | No |

| § 78.95 In noncoal areas with cemented surface casing |
| (a) Production casing not cemented or not present | Cement | Minimum of 50 feet above and below | Filled with nonporous material | 50-foot plug at minimum | No |
| (b) Production casing cemented | Cement or Department-approved mechanical plug | (b)(2) In cemented portion of production casing, minimum of 100 feet above and 50 feet below for cement plugs | no explicit statement | 50-foot plug at minimum | No |
Table 5.6: Summary of alternative energy resource types included in Pennsylvania’s Alternative Energy Portfolio Standard (AEPS). The first and second column are as presented in the Pennsylvania AEPS Alternative Energy Credit Program website and in the annual reports [72, 73].

<table>
<thead>
<tr>
<th>AEPS Tier</th>
<th>Alternative Energy Resource Type(s)</th>
<th>Chapter 75.1 Definitions: Alternative energy sources</th>
<th>Chapter 75.1 Definitions: Tier I or II alternative energy source</th>
<th>Sources as defined in GATS</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Black Liquor</td>
<td>(vii) Biomass energy</td>
<td>Tier I (vii) Biomass energy</td>
<td>BL, BLQ</td>
</tr>
<tr>
<td>I</td>
<td>Fuel Cell</td>
<td>(ix) Fuel cells</td>
<td>Tier I (vi) Fuel cells</td>
<td>FC</td>
</tr>
<tr>
<td>I</td>
<td>Coal Mine Methane</td>
<td>(xi) Coal mine methane</td>
<td>Tier I (vii) Coal mine methane</td>
<td>CMM, CMG</td>
</tr>
<tr>
<td>I</td>
<td>Hydro</td>
<td>(v) Low-impact hydropower</td>
<td>Tier I (iii) Low-impact hydropower</td>
<td>HPS</td>
</tr>
<tr>
<td>I</td>
<td>Landfill Gas</td>
<td>(viii) Biologically derived methane gas</td>
<td>Tier I (v) Biologically derived methane gas</td>
<td>LFG</td>
</tr>
<tr>
<td>I</td>
<td>Other Biomass</td>
<td>(vii) Biomass energy</td>
<td>Tier I (vii) Biomass energy</td>
<td>OBG</td>
</tr>
<tr>
<td>I</td>
<td>Other Gas</td>
<td>(vii) Biomass energy; (viii) Biologically derived methane gas</td>
<td>Tier I (v) Biologically derived methane gas; (vii) Biomass energy</td>
<td>OG</td>
</tr>
<tr>
<td>I, Solar</td>
<td>Solar</td>
<td>(i) Solar photovoltaic or other solar electric energy; (ii) Solar thermal energy</td>
<td>Tier I (i) Solar photovoltaic and solar thermal energy</td>
<td>SOL</td>
</tr>
<tr>
<td>I</td>
<td>Wind</td>
<td>(iii) Wind power</td>
<td>Tier I (ii) Wind power</td>
<td>WND</td>
</tr>
<tr>
<td>I</td>
<td>Wood/Wood Waste Solids</td>
<td>(vii) Biomass energy</td>
<td>Tier I (vii) Biomass energy</td>
<td>WDS</td>
</tr>
<tr>
<td>I</td>
<td>Wood/Wood Waste Solids &amp; Black Liquor</td>
<td>(vii) Biomass energy</td>
<td>Tier I (vii) Biomass energy</td>
<td>WDS, BL, BLQ</td>
</tr>
<tr>
<td>II</td>
<td>Black Liquor</td>
<td>(vii) Biomass energy</td>
<td>Tier II (vi) Generation of electricity utilizing by-products of the pulping process and wood manufacturing process</td>
<td>BL, BLQ</td>
</tr>
<tr>
<td>II</td>
<td>Blast Furnace Gas</td>
<td>(xii) Demand-side management</td>
<td>Tier II (iii) Demand-side management</td>
<td>BFG</td>
</tr>
<tr>
<td>II</td>
<td>Blast Furnace &amp; Other Gases</td>
<td>(xii) Demand-side management</td>
<td>Tier II (iii) Demand-side management; (vii) Integrated combined coal gasification technology</td>
<td>BFG, OG</td>
</tr>
<tr>
<td>II</td>
<td>Distributed Generation</td>
<td>(xiii) Distributed generation systems</td>
<td>Tier II (ii) Distributed generation systems</td>
<td></td>
</tr>
<tr>
<td>II</td>
<td>Hydro</td>
<td>(iv) Large-scale hydropower</td>
<td>Tier II (iv) Large-scale hydropower</td>
<td>WAT</td>
</tr>
<tr>
<td>II</td>
<td>Municipal Solid Waste</td>
<td>(vii) Biomass energy</td>
<td>Tier II (v) Municipal solid waste</td>
<td>MSW</td>
</tr>
<tr>
<td>II</td>
<td>Other Gases</td>
<td>(xii) Demand-side management</td>
<td>Tier II (iii) Demand-side management; (vii) Integrated combined coal gasification technology</td>
<td>DSR, OG</td>
</tr>
<tr>
<td>II</td>
<td>Waste Coal</td>
<td>(x) Waste coal</td>
<td>Tier II (i) Waste coal</td>
<td>WC</td>
</tr>
<tr>
<td>II</td>
<td>Waste Heat</td>
<td>(xii) Demand-side management</td>
<td>Tier II (iii) Demand-side management</td>
<td>WH</td>
</tr>
<tr>
<td>II</td>
<td>Wood/Wood Waste Solids</td>
<td>(vii) Biomass energy</td>
<td>Tier II (vi) Generation of electricity utilizing by-products of the pulping process and wood manufacturing process</td>
<td>WDS</td>
</tr>
<tr>
<td>II</td>
<td>Wood/Wood Waste Solids &amp; Black Liquor*</td>
<td>(vii) Biomass energy</td>
<td>Tier II (vi) Generation of electricity utilizing by-products of the pulping process and wood manufacturing process</td>
<td>WDS, BL, BLQ</td>
</tr>
</tbody>
</table>
Table 5.7: Alternative energy sources for Pennsylvania in PJM-EIS Generation Attribute Tracking System (GATS)

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Sources defined in GATS</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFG</td>
<td>Blast furnace gas</td>
</tr>
<tr>
<td>BL</td>
<td>Black liquor</td>
</tr>
<tr>
<td>BLQ</td>
<td>Black liquor</td>
</tr>
<tr>
<td>CMG</td>
<td>Coal mine methane/gas</td>
</tr>
<tr>
<td>CMM</td>
<td>Coal mine methane</td>
</tr>
<tr>
<td>DSR</td>
<td>Demand side response</td>
</tr>
<tr>
<td>FC</td>
<td>Fuel cell</td>
</tr>
<tr>
<td>HPS</td>
<td>Hydro pump storage</td>
</tr>
<tr>
<td>LFG</td>
<td>Landfill gas</td>
</tr>
<tr>
<td>MSW</td>
<td>Municipal solid waste</td>
</tr>
<tr>
<td>OBG</td>
<td>Other biomass gas</td>
</tr>
<tr>
<td>OG</td>
<td>Other gas</td>
</tr>
<tr>
<td>SOL</td>
<td>Solar photovoltaic</td>
</tr>
<tr>
<td>WAT</td>
<td>Conventional hydro</td>
</tr>
<tr>
<td>WC</td>
<td>Waste coal / other coal</td>
</tr>
<tr>
<td>WDS</td>
<td>Wood/wood waste solids</td>
</tr>
<tr>
<td>WH</td>
<td>Waste heat</td>
</tr>
<tr>
<td>WND</td>
<td>Wind</td>
</tr>
</tbody>
</table>
Chapter 6

Concluding Remarks

Subsurface leakage pathways, abandoned oil and gas wells and faults, and their role in GHG emission estimates and mitigation are considered from a modeling, measurement, and policy perspective in this dissertation. The GHGs considered are CO$_2$ and methane and the mitigation strategies considered are CO$_2$ capture and storage in geologic formations and methane emissions reduction from abandoned oil and gas wells. The modeling and measurement work (Chapters 2, 3 and 4) focuses on understanding and determination of leakage potentials. Policies considered focus on methane emissions from abandoned oil and gas wells, specifically for Pennsylvania (Chapter 5).

In terms of modeling, analytical solutions that capture vertical flow effects and consider properties of leakage pathways are found to be valuable for determining leakage rates. These analytical solutions can be used in a multi-scale framework to represent the local-scale effects of a leakage feature in a basin-scale model, as described in Chapter 3 for leaky faults. The solutions in Chapter 2 are developed for faults but much of the theory can be applied to abandoned wells. These models provide the capability to understand and quantify the risks of leakage through subsurface pathways.
Determining the leakage potential of subsurface leakage pathways requires field measurements and an understanding of the properties of the leakage feature. For abandoned wells, especially those that lack available records, direct measurement of methane fluxes from these wells at the land surface provides information at a low cost. Based on the orders of magnitude variation in the measured methane fluxes from these wells, the properties of these wells are likely to be highly variable. Further, the composition of the emitted gas, which includes ethane, propane, and butane isomers, is highly variable. Therefore, more measurements and field investigations of these wells are needed to determine the controlling processes and to develop useful modeling tools.

The measured fluxes can also be used to determine the methane emissions potential of these wells. Methane is a GHG whose mitigation can have significant climate benefits in the short term. However, methane emissions and the sources of these emissions are highly uncertain. The measurements in Chapter 4 combined with the number of abandoned oil and gas wells estimated in Chapter 5 show that methane emissions from abandoned oil and gas wells can be 4 to 13% of total currently estimated anthropogenic methane emissions for the state of Pennsylvania. Similar numbers might be extrapolated to other states with a significant history of oil and gas development and production. The ability to quantify methane emissions from abandoned wells are necessary for future inclusion of leaky wells as a methane emissions source in emission inventories. It is also necessary to develop appropriate mitigation strategies. For accurate upscaling of these fluxes to emissions at the state and national levels, additional measurements are needed to characterize their distribution and determine the attributes that control leakage rates.

Improving methane emission estimates from abandoned oil and gas wells requires not only measurements but also policy actions. Policy actions are needed to promote reporting and monitoring of abandoned oil and gas wells and also to promote
mitigation that results in methane emissions reduction. More research is needed to
determine if current regulations for well abandonment are sufficient for methane emis-
sions reductions and if alternative strategies should be considered. The use of gases
emitted from abandoned wells and the qualification of these wells as an alternative
energy resource may incentivize mitigation as wells as monitoring and reporting.

6.1 Future work

6.1.1 Model development

The analytical model for leakage through faults presented in Chapter 2 is designed
for implementation within a multi-scale framework described in Chapter 3. The next
step would be to further develop, test, and validate the multi-scale model for leakage
through faults considering a wider range of fault configurations. This model will
be valuable for considering CO₂ leakage risk in basins containing faults and being
considered for geologic storage of CO₂ such as the Illinois Basin.

Development of models of abandoned oil and gas wells and determination of the
properties that govern flow processes are important for both estimating emissions
and developing strategies for mitigation. Models can be used to improve measure-
ment plans that inform emission estimates and optimize allocation of resources. An
improved understanding of the drivers behind fluid leakage, based on model develop-
ment coupled with field data, is also useful for mitigating potential fluid leakage from
abandoned oil and gas wells to groundwater resources and to the atmosphere.

6.1.2 Measurements and policies

Available measurements of methane emissions from abandoned oil and gas wells are
limited to the 19 wells in northwest Pennsylvania presented in Chapter 4. However,
abandoned oil and gas wells can be found in other regions within Pennsylvania and
in other states and countries. First, it would be interesting to measure abandoned oil and gas wells in southwest Pennsylvania where many abandoned wells exist and active shale gas production is occurring. These measurements would be in contrast to the measurements in northwest Pennsylvania where shale gas production has been minimal but many abandoned wells exist. Given the current and projected growth in shale gas development in the U.S. and the interest in developing shale gas resources around the world (e.g. China), it is important to understand the interaction between abandoned oil and gas wells and shale gas development.

There are many other states such as California, Colorado, and Texas with relatively long histories of oil and gas production that face issues similar to those in Pennsylvania. Additional measurements should be performed in these states and measurement plans should be designed to inform policies specific to the corresponding regions. Thus, policies relevant to oil and gas well abandonment, reporting and monitoring, groundwater protection, air quality control, and any regulations on carbon or climate in these states should be studied.
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